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ASSESSMENT OF PERFORMANCE MEASUREMENT METHODOLOGIES

FOR COLLECTIVE MILITARY TRAINING

EXECUTIVE SUMMARY

Requirement:

To describe the state of the art in collective performance
measurement methodologies in order to provide recommendations for
future research and development (R&D) aimed at improving perfor-
mance measurement in Army training. The Army has long recognized
that the performance of integrated crews, teams, and units is
essential to overall mission success. Despite this, the current
state of collective training evaluation has remained at a rela-
tively unsophisticated level. Lack of understanding of the im-
portant dimensions of collective training and evaluation has
hampered attempts to adequately assess combat readiness. Data
are required that will allow qualification of training's impact
on readiness.

Procedure:

This instrument is based on a literature review of current
measurement systems and methodologies used in both military and
nonmilitary settings. It comes in large part from Army Research
Institute (ARI) publications. The information collected in this
report covers past, present, and emerging training systems and
performance measurement issues, with an attempt to focus on the
measurement of collective, rather than individual, performance.

Findings:

The report is divided into five chapters that discuss major
topical areas and a sixth chapter that summarizes the ma±n re-
search issues and implications. Each chapter can be read inde-
pendently as an overview of the particular topic covered. Chap-
ter I provides the main documentation of research needs and
outlines the approach used to document information contained
in the report.

The second chapter reviews the state of the art in team
training research. In order for improvement in collective train-
ing research to occur, an accepted definition of teams must be
formulated, different models of team development must be studied,
and the differentiation between individual and collective skills
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and associated training strategies must be addressed. Specifying
collective performance objectives must be undertaken before de-
veloping a measurement tool; thus guidelines are given for speci-
fying conditions, tasks, and standards to develop satisfactory
methods for collective training performance measurement. Chapter
II also introduces the reader to several basic measurement con-
cepts that must be considered in evaluating collective training
techniques. The primary concern is for measurement reliability,
including concerns for the performance itself, the observation of
performance, and the recording of performance. Approaches to
collective measurement need to consider that simulation tech-
niques provide effective ways to include feedback, which is an
essential component of training analysis. The chapter concludes
with a summary of how preceding measurement issues, especially
those concerning reliability, relate to Army Training and Evalu-
ation Programs (ARTEP).

The third chapter presents a sample of the training devices
and training settings used in the Army. Current military train-
ing approaches are discussed. Collective training approaches
focus predominantly on simulation exercises and training devices
to present training content.

The fourth chapter of this report elaborates on the concept
of performance evaluation as it pertains to collective training
systems described in the previous chapter. ARTEP ratings are
fully described, including development of evaluation plans,
training of evaluators, and preparation of test documents. Other
evaluation systems used in the Army are reviewed. Many of these
systems feature automated performance measurement, similar to
Simulation Networking (SIMNET), with inherent shortcomings in
after-action review, feedback, and human performance evaluation.
Contrasted with computerized methodologies are prototype method-
ologies for the measurement of team performances, as exemplified
by the measurement of team evolution and maturation (TEAM) as de-
veloped for Navy team training environments and by the Headquar-
ters Effectiveness Assessment Tool (HEAT). These latter systems
rely on observational data in conjunction with recording of data
according to state-of-the-art ratLng criteria. There are advan-
tages to studying both observational and computer-generated per-
formance data simultaneously.

The fifth chapter readdresses basic psychometric issues in-
volved in collective performance measurement. An expansion of
reliability concerns focuses on three sources of measurement
errors: (a) errors in the observation and recall of performance,
(b) errors resulting from the instability of performance itself,
and (c) errors in the recording of behavior due to deficiencies
in the measurement instrument. Following general prescriptions
and observations regarding accuracy and reliability, guidelines
are related to a system of theorems contained in Wherry's classic
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theory of ratings (in Landy & Farr, 1983). Finally, the complex-
ities involved in integrating automated performance measurement
(which focuses on outcome) with traditional observations of per-
formance (which focuses on process) are related to new ideas in
proxy and surrogate measurement.

The final chapter provides a summary of needs that includes:
(1) further study of important dimensions of collective training;
(2) utilization of critical incidents methodologies to identify
fundamental characteristics of effective collective behaviors;
and (3) development of reliable, standardized measurement systems
over inherently variable conditions of combat. Suggestions for
measurement improvement focus on the use of surrogate measurement
systems to overcome unreliability in operational measures. A
research program is suggested to comparatively assess subjective
and objective measurement systems. The review concludes that
computerized measurement data have not been adequately assessed
in relation to alternate observational data or critical outcomes.
Such research might determine a reduced set of optimal measures
that might simultaneously relieve the trainer/evaluator's burden
because of excessive information processing and provide the
trainee with relevant information regarding his own performance.
Better measures can also help training designers better determine
retention of critical skills and the frequency of training rein-
forcement required for skill mastery.

Utilization of Findings:

These findings provide a research base for the future devel-
opment of improved methods to assess unit combat effectiveness.

v



ASSESSMENT OF PERFORMANCE MEASUREMENT METHODOLOGIES
FOR COLLECTIVE MILITARY TRAINING

CONTENTS

Page

INTRODUCTION ........ ....................... . I-i

Background ........ ....................... .I. 1-2
Purpose ......... ........................ . 1-4
Approach ......... ........................ . 1-4

REVIEW OF TEAM TRAINING RESEARCH ...... ............. II-i

The Problem of Team Definition ....... ............ II-1
Models of Team Training ...... ................ .. 11-2
Individual vs. Collective Training ... .......... . .11-3
Collective Skills .............. .... . 11-4
Specifying Collective Performance Objectives ....... . I.11-6
Measuring Collective Performance ... ............ . . 11-9
Feedback/Knowledge of Results .... ............. . I.11-17
Evaluation Objectives ...... ................. .. 11-18
ARTEP Reliability ...... ................... 11-20
Summary .................................. 11-23

CURRENT ARMY COLLECTIVE TRAINING APPROACHES .... ........ III-1

Army Training and Evaluation Program (ARTEP) ... ...... III-1
Squad Combat Operations Exercises, Simulated

(SCOPES) ......... ...................... .. 111-6
REALTRAIN ............ ............. 111-6
Multiple-Integrated Laser Engagement System (MILES) . . 111-6
Combined Arms Tactical Training Simulator (CATTS) . . 111-7
Computer-Assisted MAP Maneuver System (CAMMS) ..... ... 111-8
Pegasus - GTA 71-2-1 ....... .................. .. 111-8
Military Airlift Center Europe (MACE) .. ......... .. 111-9
Dunn-Kempf. .. o.........................- -- 111-9
Small Combat Unit Evaluation'(SCUE) ... .......... I-10
Joint Exercise Support System (JESS). .......... III-10
JANUS/JANUS (T) .......... .................... III-11
Army Training Battle Simulation System (ARTBASS). . . . III-11
Automated Support System for Army Unit Logistic

Training (ASSAULT) ..... ................. 111-12
Computerized Battle Simulation (COMBAT-SIM) . . . . . . MII-12
Battlefield Management System (BMS) ... .......... ..111-13
Company/Team Level Tactical Simulator (COLTSIM) . . . . 111-17
Simulation in Combined Arms Training (SIMCAT) . . . .. 111-19

vii



CONTENTS (Continued)

Page

The National Training Center (NTC) .... ........... .. 111-19
Summary ........... ........................ .111-20

CURRENT ARMY EVALUATION SYSTEMS AND OTHER EMERGING
MEASUREMENT SYSTEMS ........ .................... ... IV-I

ARTEP Scores .............. ........... ... IV-1
Combined Arms Tactical Training Simulator (CATTS) . . IV-8
After-Action Reviews (AAR) ..... ............... ... IV-11
Simulation Networking (SIMNET) .... ............. ... IV-12
Company/Team Level Tactical Simulator (COLTSIM) .... IV-13
JESS, JANUS/JANUS (T), ARTBASS, ASSAULT, and

COMBAT-SIM ........ ..................... . IV-14
The National Training Center (NTC) .... ......... ... IV-14
Summary of Current Army Evaluation Systems. ......... .. IV-15
Other Emerging Measurement Systems ... ........... ... IV-15
Computer-Aided ARTEP Production System ............ ... IV-22
Summary .......... ....................... IV-22

ISSUES IN PERFORMANCE MEASUREMENT .... ............. . V-I

Errors Resulting from the Unreliability of
Observation and Recall of Performance .... ........ V-i

Errors Resulting from Instability of Performance
Itself ........................... V-5

Errors Associated with Deficiencies in the
Measurement Instrument ...... ............_.. . V-8

Automated Performance Measurement ... ........... .. V-15
Measuring Process Outcomes ..... ............... ... V-17
The Use of Proxy and Surrogate Measures ......... ... V-18
Summary ......... ....................... .. V-19

SUMMARY, RESEARCH IMPLICATIONS, AND CONCLUSIONS ........ ... VI-i

Summary of Needs ....... .................... ... VI-i
Suggestions for Measurement Improvement .......... VI-3
Suggested Research ....... ................... ... VI-5
Conclusion ......... ....................... VI-.7

APPENDIX A. TEAM TRAINING APPROACHES IN OTHER SERVICES. . A-i

B. OTHER ARMY PERFORMANCE EFFECTIVENESS
CRITERIA ...... ................... ... B-1

C. EVALUATION SYSTEMS USED IN OTHER SERVICES . . C-I

viii



CONTENTS (Continued)

Page

APPENDIX D. ANALYSIS OF ALTERNATE RATING SCALES ..... .. D-1

E. REFERENCES ....... .................. E-1

ix



ASSESSMENT OF PERFORMANCE MEASUREMENT METHODOLOGIES
FOR COLLECTIVE MILITARY TRAINING

Chapter I. Introduction

This report describes the state of the art in team train-
ing methodologies in the military and provides recommendations
for advancement in performance measurement techniques, par-
ticularly for the evaluation of collective training in mili-
tary units. The study is part of an effort entitled "Unit
Performance Assessment Research in Support of Readiness Exer-
cises in Joint Services Interoperability Training" (Contract
N61339-85-D-0024) undertaken by the University of Central
Florida for the Training Performance Data Center and performed
under the auspices of the Army Research Institute for the Be-
havioral and Social Sciences (ARI). The ultimate goal of this
research study is to lay a foundation for future research and
development (R&D) aimed at improving training performance
measurement in the Army.

There are two points to be clarified before discussing po-
tential improvements in training performance measurement meth-
odologies in large units of personnel as exemplified by the
Army. The first issue deals with the definition of
"collective" as contrasted with traditional treatments of group
performance. The second issue involves the distinction between
the terms "measurement" and "evaluation."

In reference to the first of these points, "collective"
performance assessment research has not been conducted
extensively to date; most research has focussed on "teams" as
the unit of measurement. Although much small group (team)
training research may generalize to larger units (e.g., corps,
division, brigade, battalion, platoon), the implicit assumption
is that small group (team) research is more productive because
it is "cleaner" from both a conceptual and measurement
standpoint. For this reason, much of the research literature
cited in this report deals exclusively with small group (team)
behaviors that have been studied in controlled settings.
Thus, it should be borne in mind that the terms "team" and
"collective" are not synonymous. Army training focuses on in-
dividual versus collective entities, with collective training
encompassing teams, squads, platoons, companies, and battalion
levels. The location of training is at the institutional
(schoolhouse) versus unit level. This report deals with
collective performance at the unit level. It is important to
determine whether team measurement methodologies are
appropriate or feasible for the measurement of larger
collective performances where personnel interactions and
environmental variations are more complex.
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The second point of clarification involves the distinction
between the terms "measurement" and "evaluation." Measurement
refers to the process of applying a set of metrics to an entity
to provide a standardized basis of comparison among entities.
Evaluation goes one step further by applying determinations of
worth or value to such metric comparisons. "Assessment" is
often used as a substitute for the term "evaluation". It is
important to keep these distinctions in mind in reviewing the
history of measurement and evaluation controversies within the
Army and in attempting to develop appropriate methodologies for
training performance measurement that may or may not contain
evaluative components.

A. Background

The Defense Science Board Summer Study of 1982 and the
1985 Army Science Board Summer Study questioned the effective-
ness with which the military services were measuring training
performance. According to the 1985 study, the Army has several
needs:

* "Quantitative" measures relating to training objec-
tives, training strategies , and training effec-
tiveness.

* "Quantifiable" tasks whose successful performance to
standards leads to mission accomplishment.

* Evolution of programs to a "quantifiable" basis.

* Identification of task data needed to measure effec-
tiveness of training.

* "ROI" (Return on Investment) information to guide ex-
penditures of training resources.

Knowledge of skills retention/learning rates to
support unit sustainment training.

Since 1974, the backbone of the Army's unit training per-
formance measurement system has been the Army Training and
Evaluation Program (ARTEP). The ARTEP system was designed to
apply criterion measurement to the field of collective train-
ing. It replaced the Army Training Programs (ATP) and Army
Training Tests (ATT) which were relatively procedural and
process-oriented rather than product-oriented. The ARTEP sys-
tem was designed largely because General Creighton Abrams,
Chief of Staff of the Army during the early 1970's, was dis-
satisfied with the current ATP and ATT training measurement

1-2



systems. Under these systems, numerical ratings which were as-
signed to units led to comparative evaluation and thus engen-
dered a mentality on the part of field commanders to "pass the
test" rather than to diagnose deficiencies (Report of Board of
General Officers Appointed to Study Army Training Tests, 1959).

The ARTEP system was designed to provide a list of a
unit's most combat-critical missions, accompanied by specific
tasks, conditions, and standards, to accomplish required
missions. For example, a task might be "use proper fire and
maneuver techniques to eliminate opposing force resistance".
The purpose of the ARTEP was to provide a strictly diagnostic
device based on a YES-NO type of checklist so that immediate
feedback would be available and corrections could be made.
This type of system, with its focus on outcomes rather than the
process of achieving outcomes, also minimized the threat of
evaluative standards and the fear of failure that might ac-
company application of such evaluation.

However, Army leaders and training researchers soon
uncovered several flaws in the ARTEP system. The problems can
be summarized as follows:

* ARTEP manuals did not provide the training foundation
necessary for units to attain proficiency in
critical missions.

Training objectives were vague and lacked specific
standards of performance.

No program existed for the integration of training
from individual soldier to battalion level
critical missions.

* Training methods and procedures differed from command
to command.

The solution was identified as being one of providing com-
manders a training strategy to achieve proficiency for a unit's
critical missions, describing a training plan that tied the
"how to" with the "what to", supporting and enhancing
standardization, emphasizing leader and unit proficiency, and
providing a linkage between individual and collective tasks
(U.S. Army Training Board Improved ARTEP Briefing, 1984).

In 1984, the Army's overall training strategy was revised
to integrate individual and collective training through a
building block series of individual and leader tasks, drills,
and situational training exercises (STX's) which would lead to
field training exercises (FTX's). According to this strategy,
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both the institutional and unit training bases would share the
responsibility for developing synchronized programs of
instruction (POI's).

To implement this revision, an improved ARTEP system was
proposed whereby mission training plans (MTP's) would be pub-
lished at each echelon and would contain the training strategy
for the echelon. Each would contain detailed training and
evaluation outlines (T&EO's), leader training, STX's and FTX's
oriented on critical missions, tests, and resource require-
ments. Complementing the "how to train" exercises, new train-
ing and evaluation outlines (T&EO's) were developed to provide
a greater degree of objectivity. Since the MTP would be pro-
duced for each echelon, the T&EO's could concentrate on that
echelon without producing an unmanageably thick document, as
was the case with the former ARTEP system. New standards of
performance were created to emphasize objectivity and standard-
ization.

Despite the fact that the status of ARTEP is improving and
the conversion from the dated ARTEP manuals to mission training
plans continues, numerous problems remain in the Army's train-
ing evaluation system, especially as applied to collective per-
formance measurement. The problems are not unique to the Army
or to the military services in general, but relate to the in-
herent difficulty of assessing collective performance with a
degree of reliability that enables appropriate use of training
data. Examples of these problems will be discussed in Chapter
IV, which details the ARTEP and other measurement systems.

B. Purpose

It is the purpose of this report to review the current
state of military collective training performance measurement
methodologies in order to define measurement problems and to
offer guidelines for improvements in measurement systems. The
topics of reliability, validity, and effectiveness are ad-
dressed in order to provide guidelines and to suggest areas for
future research.

C. Approach

The approach to the literature review of current measure-
ment systems and methodologies entailed a number of reviews of
ARI publications as well as computerized literature searches of
various data bases which would provide pertinent information.

The Army Research Institute List of Research Publications
(1940-1983), provided titles of 1,332 research reports, 567
technical papers and reports, 582 research memoranda, 165 re-
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search studies, investigations, and problem reviews, 155 tech-
nical reports, 188 research notes, and 82 research products.
From these 3,071 titles, approximately 100 reports were ordered
in microform and subsequently read for material relevant to
unit performance measurement description. In addition, an up-
dated listing of 573 ARI research publications (July 1983-July
1985) was similarly scanned and approximately 50 microform cop-
ies of relevant reports were ordered and subsequently reviewed
and used in this research.

Technical report summaries from a complterized literature
search of the Defense Technical Information Center (DTIC), us-
ing various key words, produced 264 abstracts. Few were found
to be sufficiently current or appropriate for our purposes.

The final search for documents related to unit performance
measurement methodologies involved a variety of non-defense
files such as ABI/Inform, Dissertation Abstracts, ERIC, Na-
tional Technical Information Service (NTIS), Psych Info, Psych
Alert, and Sociological Abstracts. Although pertinent
documents were found from most sources, the major source of
relevant information was the NTIS data base. From a total of
478 abstracts covering the topics of team and crew performance
measurement, 41 original reports were ordered and reviewed.

Because many of the research and technical reports were not
current, an attempt was also made to locate information about
newer training systems through the Army's Project Manager for
Training Devices (PM TRADE), industry representatives, and re-
searchers from universities and military laboratories.

All of these documents were reviewed in order to extract
information specifically related to past, existing, and emerg-
ing training systems which focus on collective, rather than in-
dividual, performance.
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Chapter II. Review of Team Training Research

This chapter provides a revie. recent team training re--
search to illustrate how performance measurement of teams and
collective units will differ as a function of varying team
training model assumptions, performance objectives, and
measurement adequacy.

A great amount of effort has been expended from the year
1950 to the present concerning military team and related
small-group research (e.g., Briggs & Johnson, 1965; Cooper,'
Shiflett, Korotkin, & Fleishman, 1984; Denson, 1981; Dyer,
1986; Glanzer & Glaser, 1955; Goldin & Thorndike, 1980, Hall &
Rizzo, 1975; Kahan, Webb, Shavelson, & Stolzenberg, 1985;
Meister, 1976; Morgan, Glickman, Woodard, Blaiwes, & Salas,
1986; Nieva, Fleishman, & Rieck, 1978; Roth, Hritz & McGill,
1984; Wagner, Hibbits, Rosenblatt, & Schultz, 1977). Despite a
great deal of research interest, however, research progress is
beset by a variety of theoretical and practical problems, par-
ticularly relating to the measurement technology available to
support the training and performance of larger collectives
(e.g., squad, platoon, company, etc.).

A. Thu Problem of Team Definition

In order for measurement improvement to occur, accepted
definitions of team and collective must be formulated. The
problem of team definition is not new (Briggs & Johnston, 1965;
Denson, 1981; Dyer, 1984; Hall & Rizzo, 1975; Wagner et al.,
1977). Dyer (1986) defines a team as consisting of two or more
people with a common objective each having a specific duty to
perform, where dependency is required for a successful
completion of the desired goal. Morgan et al. (1986) say " a
te'm is a distinguishable set of two or more individuals who
interact interdependently and adaptively to achieve specified,
shared, and valued objectives" (p. 4).

Hall and Rizzo (1975) list four characteristics used to
define a tactical team (p. 9):

" It is goal or mission-oriented. That is, there is a
specific objective for the team to achieve.

" It has a formal structure. For military teams, this
structure is hierarchical in nature.

* Members have assigned roles and functions.
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* Interaction is required among team members.

This report is mainly concerned with performance at the
unit level. If units are defined as aggregates of many teams,
a definition of team behaviors is necessary for the study and
understanding of these larger units. Bauer (1981), in his
review of methodologies for analysis of collective tasks, noted
problems in defining what a collective task was in relation to
individual tasks. For example, in defining what a collective
task is, how do analytical scales developed for discriminating
collective tasks relate to individual tasks? Conversely, how
do individual tasks bear on collective tasks and the
criticality of collective tasks? In spite of these problems,
the aforementioned definitions of teams will be used throughout
this report to apply to collective units as well, due to the
fact that many characteristics of teams also apply to
collective units even though their particular tasks may differ
in some respects.

There are a great many studies that deal with team behav-
iors; however, there is very little written in regard to the
theoretical base of team behavior (Dyer, 1986). In addition,
according to Morgan et al. (1986), past studies have largely
been conducted in laboratory settings and often neglected the
consideration of operational constraints and requirements.
Existing taxonomies of military teams focus on types of
variables that must be measured but seldom provide direct
translations to operational military teams (cf., Denson, 1981;
Knerr, Root, & Word, 1979; Nieva, Fleishman, & Rieck, 1978).

Many forms of team training are possible, each having its
own advantages and disadvantages. The following models illus-
trate the necessity tD understand differences in teams when
considering alternate forms of training and subsequent imracts
on training measurement in operational contexts.

B. Models of Team Training

The "Stimulus-Response" model is an operant conditioning
team training model most often used to train teams when situa-
tions are established. The problems and tasks can be specified
in detail, and the response is limited to specific behaviors.
Thus, rating the response is a checklist of behavior. This
model is implicit in the ARTEP measurement system with its re-
liance on tasks, conditions, and standards. Adherence to or
deviation from the specifications is most easily observed and
recorded. The parameters. of creative problem solving are most
restrictive in this task situation. Since it is feasible to
perform team training under established conditions in the
laboratory, limited resources of time and money often call for
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this type of situation. However, this model lacks the realism
of most combat situations and relies on simple measurement as
opposed to evaluation.

In the "organismic" model of team training, the emphasis is
on viewing the team as a whole. Individuals are only sub-sets
of the "organism." In this model emergent situations are
stressed. While certain tasks are assigned, the solutions to
the problems are more varied and open-ended. This leaves room
for interpretation and creative problem solving by the team as
a whole. Thus, it is more realistic for military applications
since in battle, the solutions are not always clear-cut. The
team must develop an effective team method of performance in
order to deal with the ever-changing environment. Measurement
of performance is therefore less objective, since behavior is not
clearly specified and almost anything can occur. Recording of
performance also calls for more interpretation of results, thus
leading to evaluation as opposed to simple measurement. This
evaluative component is also implicit in ARTEP. Team skills and
compensatory behavior of team members are stressed in this
condition. Because this situation is more common in real combat
conditions, it is necessary to address this interpretive
dimension when considering how best to assess performance under
emerging task conditions.

Established and emergent situations are the context in which
team performance occurs. These situations are the basis for the
various team training models. Implicit in most team models is
another dimension of concern, that of distinguishing between
individual and team training.

C. Individual vs. Collective Training

It can be argued that team training is of no value unless the
individual team members possess the minimum level of individual
proficiency required for team proficiency. Many researchers
concur that individual training and resulting proficiency should
occur before team training (Daniels, Alden, Kanarick, Gray &
Feuge, 1972; Finley, Heinlander, Thompson, & Sullivan, 1972;
Johnson, 1966; Kahan, Webb, Shavelson, & Stoltzenberg, 1985;
Kress & McGuire, 1979; O'Brien, Crum, Healy, Harris, & Osborn,
1978; Schrenk, Daniels, & Alden, 1969). This is generally due
to the need for individual skills to reach stable levels of
learning and retention before they can be expected to transfer
to more complex situations involving teamwork.

A number of categories have been identified as predictors of
group performance:
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* Individual characteristics (general ability, task pro-
ficiency, and personality characteristics).

* Leadership (ability of the leader, personality, and
leadership behavior).

* Group structural composition, or the mix of individual
characteristics (general ability, task profi-
ciency, personality, and cognitive style).

* Training techniques (feedback vs. no feedback, and
feedback about group vs. individual performance).

According to Meister (1976), the training of individuals
is time consuming and cost intensive. Yet, it is a mistake to
give minimum attention to individual training and then expect
the team training to take over and produce substantial results
based on so called "on-the-job-training". Those individual
predictors which relate to team performance should also be
addressed in team training.

When examining team performance it is often difficult for
the observer to know hich is team performance and which is the
result of an aggregate of individual performances. This ambi-
guity has a direct impact on performance measurement for, in
order to improve performance, it is necessary to provide ap-
propriate and accurate performance feedback. This requirement
necessitates distinguishing between individual and collective
performance (cf., Bauer, 1981) so that corrective behaviors can
occur at the appropriate level.

A major distinction between team and individual perfor-
mance environments is whether they are interactive or coactive.
An interactive environment occurs when individual duties are
collaborative and involve joint action, whereas coactive envi-
ronments are those in which group productivity is a function of
separate, but coordinated, individual effort. The majority of
unit performance tasks in the Army are more interactive than
they are coactive. The distinction between the two types is
important because measurement and prediction of unit perfor-
mance is dependent on whether the task is interactive or
coactive.

D. Collective Skills

There are a great number of team skills relevant to combat
training such as: communication, coordination, integration,
self-evaluation, team awareness, and decision making. Yet
most of these skills go greatly undefined, or no definition is
accepted as universal. Thus, definitions are needed in order
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for a more uniform understanding of team skills to be realized.
To better understand these team skills, it is important to be
able to isolate the effects of each team skill (Turney,
Stanley, Cohen, & Greenberg, 1981) and focus on the inter-
actions in the team skills in order to improve team
performance. If these skills are isolated, then their effects
can be measured and their pay off value determined (Turney et
al., 1981). However, it is usually difficult to isolate skills
because of interaction effects. This difficulty complicates
the measurement process.

Training in team skills remains very important in emergent
situation contexts, because it is in emergent situations that
communication and coordination are essential in order to
develop appropriate team procedures. Most 2 military team
training resiarch therefore concentrates on C (command and
control) or C (command, control, and communication) activities
(cf., Cooper et al., 1984).

Communication, for example, may include such categories
as: self-evaluation, cooperation, decision processing, problem
solving, team awareness, pride, confidence, and aggressiveness
(Kribs, Thurmond, & Dewey, 1977). Flowcharts are often used to
analyze the work performance of the teams being studied (Dyer,
1986; Glanzer & Glaser, 1955; Thurmond & Kribs, 1978). These
flowcharts are used to record communication, both verbal and
nonverbal; team interactions; information channeling; decision
making; computing; and supervising behaviors. Unfortunately
these flowcharts are usually restricted to front-end analyses
for the development of more training devices and programs
(Dyer, 1986 ). However, Dyer (1986) suggests the use of flow-
charts for analy:Ling the process that teams actually use during
assigned missions.

Training in team communication skills has been shown to
improve team performance (Turney & Cohen, 1981). Similar re-
sults could most likely occur in respect to other team skills,
such as cooperation, team awareness, and decision making.
Turney and Cohen (1981) also found that the content of mes-
sages is most often divided into the areas of commands and in-
formation (Dyer, 1986 ), and the frequency of occurrence of co-
ordination and communications were major factors which helped
to differentiate between better performing and worse performing
teams. These results reinforce the importance of communication
as a team skill, and imply that it is necessary to measure com-
munication as accurately as possible. As we will see later,
however, it is often difficult to measure communications at one
location. It is necessary to be able to note the complex in-
teractive aspects of this process.
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Quality and timeliness of communication are important for
scoring team and individual performance (Lahey & Slough, 1982).
Lahey and Slough (1982) found, however, that quantitative
measures of the volume of communication were of limited value.
Their findings led to the conclusion that measures of quality
of communication should cover correctness, completeness, and
relevance in response to key events in an exercise or mission.
These conclusions can be related to the fact that individuals
have only a limited capacity for information-processing
(Daniels et al., 1972). Communication takes up a portion of
the information-processing capacity and thus limits the overall
performance of the individual. Therefore, in assessing perfor-
mance, perhaps only task relevant communication should be used
in order to promote information-processing that will be task
directed (Daniels et al., 1972). Experienced crews communicate
less during routine missions and more during weapon delivery
(Dyer, 1986; Obermayer & Vreuls, 1974; Obermayer, Vreuls,
Muckler, Conway, & Fitzgerald, 1974). This result further
supports the quality of communication theory as well as the
overload theory. If the teams are able to work better with a
minimal amount of communication, then perhaps it is due to the
quality of communication that is taking place in the more
experienced teams, as well as the fact that there is more time
to concentrate on performance.

Thus, recent initiatives in the measurement of team and
collective training, to be discussed in later chapters, have
concentrated efforts in the development of headquarters command
exercises and evaluation of other simulation techniques to
train and measi e these relevant team skills.

E. Specifying Collective Performance Objectives

One problem with collective performance measurement is
that performance objectives are often not clearly described.
Thus, it is difficult to interpret which behaviors are to be
established in both training and testing. As we shall discuss
later, this was a problem with early ARTEP's. Another problem
is that, if objectives are clearly defined, they do not neces-
sarily specify the conditions and standards under which the be-
haviors are to be established. Lack of performance conditions
and standards specification is a serious detriment to team
training and performance evaluation.

1. Specifying Tasks

Task analyses can provide a wealth of information on how
to successfully perform a job or task function. Since even the
most careful analyses may not be totally comprehensive,
analysts who have conducted job task analyses often rely on
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"experts" in the job area to cross-check their work for any
omission of relevant data. Flanagan's (1954) Critical Incident
Technique is often used. It compares effective task perfor-
mance with ineffective performance in order to determine the
critical incidents responsible for each.

Boldovici and Kraemer (1975), however, state that while
task analyses may provide one with information on what needs to
be done in order to perform effectively, it does not necessar-
ily provide one with information on what needs to be taught. A
learning analysis should be performed after the task analysis
has been completed. Again the problem of selectivity arises,
"What to include and what to exclude?" Since this is a subjec-
tive area, Flanagan's (1954) Critical Incident Technique may be
used to improve inter-rater agreement. The goal of task
analysis and learning analysis is to provide the trainee with
instruction on critical skills and to provide The evaluators
with an objective method to evaluate performance on these
skills.

2. Specifying Conditions

One purpose for the specification of conditions to modify
objectives is as a cross check for the evaluator to determine
whether the objectives have been met. The conditions and
objectives must therefore be stated in a specific, detailed,
and preferably quantitative manner (Boldovici & Kraemer,
1975).

According to Boldvici and Kraemer (1975), it is impossible
to list in the objective all the possible conditions that might
occur in a task or mission. Determining the most important
conditions, therefore, is most often a subjective task on the
part of the writer of the objective. However, writer opinion
may produce low reliability due to the fact that it is based on
opinion of an "expert", and expert opinion may vary.

Once conditions are established, it is necessary to decide
on the levels and modifiers that will need to be attached to
these conditions. Theoretically, all job performance require-
ment conditions that might occur should be included in the ob-
jectives. It is important to provide a list of modifiers that
will give the most comprehensive description of the job, but
not become too cumbersome. Kraemer and Boldovici (1975) sug-
gested including only those levels or conditions in objectives
that require responses that are different from the response re-
quired by objectives with other levels. Thus, it is not always
necessary to set different levels if the situation does not
make a difference in the performance of a mission (i.e., firing
fast or slow at a stationary target). Also, from a psychomet-
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ric standpoint, ratings of performance are more reliable if the

behavioral items to be rated are unique and discriminable.

3. Specifying Standards

Perhaps the most difficult part of specifying performance
objectives is the development of realistic and objective stan-
dards against which to evaluate performance. A knowledge of
system requirements is needed. However, detailed subject mat-
ter information about system requirements is not always readily
available. In addition, according to Boldovici and Kraemer
(1975), developers of job standards often overestimate their
skills as trainers, the skill level of their recruits, and
their ability to stretch funds, so that standards may be unre-
alistic.

Boldovici and Kraemer (1975) have suggested that joh per-
formance standards would be more effective if they were based
on the normative performance of job incumbents. They would be
more realistic and more objective than standards reached by ar-
bitrary decisions. However, setting standards on the basis of
normative performance assumes that there will be a sample of
incumbents to base the standards on. This is not always the
case. In addition, normative performance standards may not ac-
curately reflect the system requirements. For example, in the
military, if the skill level of the job incumbents is not bet-
ter than that of the opponent, then the standards will not re-
flect the system requirements for a successful mission and
may therefore not be relevant. The specification of perfor-
mance standards is an extremely complex issue involving proper
definition of multiple criteria, both subjective and objective.
These issues will be addressed in Chapter V.

4. Difficulties in Specifying Objectives, Conditions, and
Standards

In order to specify unit performance objectives, one must
have an accurate idea of the tasks which are important to the
mission and their criticality. These task statements should be
accompanied by specific, detailed, and quantitative conditions
which modify task statements and by standards which form a ba-
sis for evaluating task performance. The generation of clear,
unambiguous objectives is easier said than done, however.
Whereas task statements may be relatively easy to generate and
verify objectively, sources of unreliability are introduced
when conditions and standards are applied. Conditions may vary
widely so only the most common will usually be incorporated in
training objectives. This is a particular problem in emergent
operational contexts.
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Knerr et al. (1979) point out that tactical outcomes de-
pend on several factors other than the proficiency of the
units: interactions among force mix, missions, weather, and
terrain can influence tactical results. "For example, weather
interacts with force mixes, since poor visibility favors dis-
mounted troops to the disadvantage of long-range weapons. If
visibility improves during the actual action, then the advan-
tage reverts to the long-range weapons. Because of such inter-
actions, the outcome does not necessarily indicLate the
relative proficiency of the opposing forces. The impact of
such external factors must be considered in evaluating the re-
sults of an exercise" (p. 3). In their study to develop pro-
cess measurement in the armored cavalry, Knerr et al. (1979)
found that, to support training objectives, the general re-
quirements of the mission had to be stated very specifically,
and observer activities had to be explicitly defined in order
to develop a satisfactory method for unit performance measure-
ment.

Combat effectiveness also depends on preparedness for the
elements of surprise, and it is difficult to incorporate these
conditions in training objectives. Similarly, standards of ef-
fectiveness may vary as a function of tasks and conditions.
Thus, where complex team performances are required, it may be
necessary to use a compensatory strategy, where certain stan-
dards on some tasks are relaxed in order to attain high levels
of performance on others. In short, collective performance
objectives should be specific enough to be trained and assessed
but not so totally rigid as to inhibit intelligent in-
terpretation of the overall combat picture.

F. Measuring Collective Performance

Most military operations depend on the integrated perfor-
mances of teams of individuals who must coordinate activities
to improve group decision making, unit performance, and op-
erational effectiveness (Morgan et al., 1986). However, numer-
ous authors (e.g.., Alluisi, 1977; Baum, Modrick &
Hollingsworth, 1981; Denson, 1981, Dyer, 1986; Goldin &
Thorndyke, 1980: Hall & Rizzo, 1975; Nieva et al., 1978) point
to gaps in the analysis, definition, measurement, design, and
evaluation of team training and performance.

There is no standard system or methodology for measuring
unit/team performance. If one were to be developed, it would
need to be quite extensive and general, with its coverage com-
prehensive in the area of measurement for all possible military
occupational specialities. In addressing this problem, Wagner
et al. (1977) developed a set of guidelines for a comprehensive
team performance measurement system which included the follow-
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ing:

* The definition of team performance objectives in terms
of specified, observable outcomes to include cri-
teria for acceptance and conditions of perfor-
mance.

* The definition of a range of values applicable to each
specified observable event.

* The detection, measurement, and recording of the value
of an observed event at each occurrence.

* An evaluation of the team as having attained or not
attained the objective--based on discrepancies
between outcome criteria and observed event val-
ues.

* The feedback of team performance data to the training
environment.

We have already discussed team performance objectives.
This section covers the area of measurement and touches on the
evaluation of measurement, its reliability, and validity. More
on evaluation of units/teams will be given in Chapter V, which
discusses in depth the major issues in performance measurement.

1. The Concept of Measurement

The lack of adequate performance measurement of personnel
has plagued the military fu.: years and has hindered research
and development efforts in many areas. In 1952, Ericksen ob-
served that large numbers of research problems directed at im-
proving methods of training were becoming more and more se-
verely bottlenecked by fundamental needs for improved methods
of measuring proficiency. Since 1952, many authors have cited
problems in present performance measurement systems.

The requirements for effective measures have been reported
by many different authors (cf., Lane, 1986). Ruis, Spring and
Atkinson (1971), for example, list the following items as re-
quirements for good, individual, performance measures:

* Determining the present proficiency or capability of
an individual.

* Predicting the future performance of an individual.

* Diagnosing individual strengths and weaknesses.
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* Qualification for advancement or movement to a later
stage of tiaining (minimum standards/quality con-
trol).

* Feedback to student or instructor about progress.

* Evaluating alternative training methods.

These requirements address measurement on an individual
scale. While many of the aspects of individual proficiency may
be generalized to groups, teams, or units, there is still not
a great amount of literature on team or collective performance
measurement. Additionally, most of the studies conducted on
performance measurement reflect the developments of the previ-
ous decade (Lane, 1986). Thus state-of-the-art reviews (such
as Semple, Cotton & Sullivan, 1981; Vreuls & Obermayer, 1985)
reflect the knowledge of the past decade and not necessarily
the knowledge of the present state.

2. Measurement Reliability

An extremely important, but often overlooked, truism is
that the quality of measurement tools most often determines the
success of a research effort (Dyer, 1986,). Without reliabil-
ity, measurement is useless. Boldovici and Kraemer (1975) list
two kinds of reliability that are of great importance:

* Inter-observer reliability: the extent to which two
or more observers produce similar results in mea-
surement.

* Stability: the extent to which measures taken at one
time are representative or predictive of measures
taken at another time (stable over time).

However, seldom are test psychometric evaluations per-
formed. For example, in discussing test development for
criterion-referenced tests used in Army testing and assessment
centers, Swezey (1978) notes that, after test items are se-
lected, Army test developers usually do not assess reliability
and validity, at least in a strict psychometric sense. (Reli-
ability, as noted above, refers to the stability of measurement
across repeated testing or different observers; validity en-
tails whether the test is a true measure of the behavior it
purports to measure). Instead, a relatively informal process
is used: the tests are administered several times and items
that cause a great deal of difficulty are reviewed to see if
they are constructed properly.
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When Swezey surveyed Army testing and assessment centers
and asked the question, "Do you use an item analysis tech-
nique?", 52% of the Army installation respondents (N=50) re-
plied yes. Only 33% measured test reliability, and 26% com-
puted coefficients of reliability. When asked, "Do you aid in
validating tests?", 33% gave a positive response, but 36% re-
ported using only content validity, the most elementary form of
validity.

Considerably less than half of the test administrators at
testing and assessment centers on four Army installations said
that they were familiar with team performance testing situa-
tions. However, of those who indicated familiarity with the
concept, many indicated that team performance testing is often
individual evaluation in a team context. Actually, concluded
Swezey (1976), the testing of team performance was very limited
on the Army posts visited.

The assessment of reliability in operational (as opposed
to school house) situations is more complex and, thus, with the
exception of isolated studies (e.g., Olmstead, Baranick, & El-
der, 1978), little evaluation of testing methods is done in the
field.

It has been stated above that, without reliability, per-
formance measurement is rendered useless. Yet neither
inter-observer reliability nor stability has been reported in
measures using various questionnaires, interviews, "expert
judges", and rating scales, including ARTEP. This is unfortu-
nate since so nany military training measurement systems are
based on these types of measures. It is also unfortunate that
so mucli government military funding is going into the area of
creative measurement while overlooking these two basic reli-
ability issues (Boldovici & Kraemer, 1975). According to
Boldovci and Kraemer, while the results of such research may
be interesting, this research can not expand the knowledge base
if it is based on unreliable measures.

In studying performance evaluation for Navy Anti-Air War-
faze training, Chesler (1971) found that single performance
measures were inadequate for evaluating system effectiveness
and that a simple addition or lumping together of single mea-
sures did not improve the quality of system evaluation. It was
therefore suggested (Wagner et al., 1977) that a deviation from
linear models would be advantageous. Some type of "multiple
cutoff" model would be most appropriate and would identify
"compensatory" and "non-compensatory" activities. Compensatory
behavior occurs whcn other team members are able to cover for
the lack of skill or the poor behavior of other team members.
Noncompensatory behavior is when the failure of one subset of
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the team causes a detriment to the entire team performance or
even failure of the mission. A multiple cutoff approach could
be used to identify noncompensatory activities so that they
would not interfere with system effectiveness at any stage.
However, again, one would still require a reliable measurement
system to identify such behaviors.

3. Sources of Measurement Reliability

The reliability of a measure, as stated before, is the
most basic issue in proper measurement. If measures cannot be
dependably replicated over time, then other criteria of
measurement and quality are of little or no importance.

Unreliability can be caused by a number of different
sources. Ronan and Prien (1971, cited in Lane, 1986) report
two main sources of reliability: a) the reliability of the ob-
servation of the performance (this includes both objective and
subjective measures) and b) the reliability of the performance
itself (the activity actually being measured). In addition,
the measurement instrument may cause unreliability. These
three sources of measurement error will be discussed at greater
depth in Chapter V, Issues in Performance Measurement. How-
ever, a brief overview of these issues, particularly as they
relate to ARTEP, is presently in order.

Taking the first of these sources as a starting point,
measurement has often been viewed as consisting of three
phases: observer preparation, observation, recording and re-
porting. The manipulation of variables within these three
phases can increase measurement reliability (Boldovici &
Kraemer, 1975).

a. Observer preparation.

If the understanding and consistency of evaluators can be
increased, then the reliability of their observations can
probably be increased. However, Havron, Albert, McCullough,
Johnson, and Wunshura (1978) found the following inadequacies
in evaluator training in regard to the use of ARTEP's:

" Failure to delineate all evaluator functions and train
in these.

" Little instruction as to how to use Training &
Evaluation Outlines (T&EO's).

* Lack of instructions as to how to evaluate performance
requiring coordination between elements not in
visual contact.
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* Lack of guidance for handling field critiques.

* Finally, a lack of appreciation of the complexity and
difficulty of evaluator tasks as individuals, and
as a team.

These are all supposedly problems that can be worked out
in a reasonable fashion. Knerr et al. (1979) suggest that im-
proved measurement can be achieved if the researcher:

* Specifies and defines concretely as possible the be-
haviors to be observed.

* Requires data collection personnel to observe, but not
to judge the behavior.

* Trains observers fully.

* Requires observers to record observations immediately
on clear, concise, easy-to use forms.

According to Knerr et al., if the above suggestions are
followed in observer preparation, it is sure to increase the
reliability of their observations beyond that of simple
on-the-job-training for observers.

Boldovici and Kraemer (1975) recommend the following four
steps to assist observers/evaluators in preparing for their
task:

" Specificity of instructions. Reliability is likely to
be greater when the instructions to observers are
highly specific than when instructions are gen-
eral and loosely stated.

* Timing of instructions. Instructions to observers
should not be given so far in advance of observa-
tion as to permit forgetting and not so late as
to preclude learning.

* Practice in observing and recording. Measurement re-
liability will be greater when observers have
practiced measuring and recording the events of
interest than when they have not. The practice
variable interacts with timing of instructions,

in that instructions to observers should be given
far enough in advance of observation to allow
time for practice.
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Testing observers. Measurement reliability can be in-
directly increased by the use of tests given to
observers to make sure that they are capable of
performing whatever operations will be required
of them.

Olmstead, Elder and Forsyth (1978) designed a study to
measure the feasibility of training Organizational Effective-
ness Staff officers (OESO) and to provide feedback from their
observations so that improved performance would result.

Olmstead and his colleagues concluded that "the ease with
which the OESOs assimilated the concepts and recommended proce-
dures and applied them within the context of an operational
tactical operations center (TOC) leaves little doubt that prop-
erly qualified OESOs can be trained to assess process perfor-
mance and give feedback on the results of such assessments in a
meaningful manner" (1978, p. 15). This was demonstrated by a
significant and strong positive relationship between the qual-
ity of battalion command group organizational process perfor-
mance and combat outcomes as measured in battle simulation,
when compared to trained and untrained OESO feedback.

The concepts of this study have considerable potential
for improvement of combat readiness in operational military
units. For example, the Army Training and Evaluation Program
(ARTEP-1978) philosophy calls for a unit to be assessed on out-
come variables, (e.g., mission accomplishment), and there is
some provision for assessment of command group proficiency in
performance of certain major tasks deemed relevant for accom-
plishment of the combat missions. "However, ARTEP (1978) as-
sessment practices do not include diagnostic procedures that
will enable commanders to better understand and assess the
performance by battle staffs of the organizational processes
that affect combat outcomes" (Olmstead et al., 1978, p. 4). If
these diagnostic procedures could be developed, they would con-
stitute an important addition to the training capabilities of
unit commanders.

b. Observation.

At the present time, a variety of teams and team missions
exist. For this reason, no standard procedures exist for ob-
serving teams and their missions (Dyer, 1986. However, reli-
ability will always be affected by certain variables at work
during the observation phase. This is true even in the case of
highly standardized observers who have undergone extensive
training and practice. As Boldovici and Kraemer (1975) have
noted, reliability will decrease with the extent to which the
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event observed is time-shared with other events or is not di-
rectly observable. These factors should be accounted for when
examining the results of the observations.

Kubala (1978) posits that selection of the wrong Measure
of Effectiveness (MOE), or excluding a critical MOE, will lead
to wrong or poor conclusions about effectiveness. If this is
true, and common sense suggests that it is, then further train-
ing on what to observe and record is necessary to avoid such
problems.

There is an ongoing controversy as to the relative superi-
ority of objective versus subjective measure of performance.
Some analysts (Hagan, 1981; Kahan et al., 1985) believe that an
objective measure of groups, based on small behavioral segments
performed by working groups, will yield more reliable and valid
results than subjective measures of performance.

One reason for the apparent superiority of objective
ratings is that subjective ratings are biased by impressions of
effort, rather than being pure measures of achievement (Hagan,
1981). Others (e.g., Lane, 1986) believe that subjective mea-
sures are often superior because many facets of performance can
be integrated into an overall judgement.

Issues involved in observation of behavior are complex and
varied. Also, assumptions regarding proper observational pro-
cedures influence measurement recording and reporting deci-
sions. Thus, further discussion of observational issues will
be discussed in more detail when we delve into fundamental re-
liability concerns in Chapter V.

c. Recording and reporting.

Because most of the recording and reporting of military
training is done by personnel not trained as researchers (Dees,
1969; Dyer, 1986; Finley et al., 1972; Havron et al., 1955;
Schrenk, Daniels & Alden, 1969), the reliability of the data
could be questioned if evaluations are not properly prepared
and their measurement tools are not as standardized and
objective as possible. Reliability will again be affected
during the recording and reporting phase. According to
Boldovici and Kraemer (1975), the following variables affect
reliability during the recording and reporting phase of mea-
surement:

Timing. Measurement reliability will increase with
the decreased time between observation of the
event of interest and recording of results.
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Design of recording forms. Well-designed data record-
ing forms minimize the amount of judgement and
decision-making required for their use and
thereby increase the reliability of recorded re-
sults. Simplicity in data-recording forms, for
example minimizes data-recording time, and there-
fore allows more time for observation.

Again, more will be said about the recording and report-
ing of observations in Chapter V. This chapter is designed to
introduce the reader to basic reliability concepts in order to
evaluate the advantages and disadvantages of various measure-
ment systems used in the military.

G. Feedback/Knowledge of Results

In order for training to be effective, it is imperative to
include feedback in the form of post-exercise critiques and re-
views. According to Karanick et al. (1972), performance feed-
back is unquestionably the single most important parameter in
team or individual training.

Feedback can be from two sources (Alexander & Cooperband,
1965).

* Intrinsic knowledge of results--feedback inherent in
tasks.

* Extrinsic knowledge of results--feedback external from
the system.

Both sources of feedback should be available in perfor-
mance feedback models.

In order for feedback to be effective, Hall & Rizzo (1975)

proposed that feedback needs to:

* Be immediate as opposed to delayed.

* Be instructive regarding what was done.

* Gradually reduce the amount of extrinsic elements so
as to rely on intrinsic elements in the op-
erational environment.

* Be direct as opposed to confounded with other factors.

Dyer (1986) warns that feedback that is too detailed dur-
ing initial training may not be absorbed and may even be mis-
used.
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According to others (Hammell & Mara, 1970), immediate
feedback seldom exists in the real world and is not always de-
sirable. While it may exist in battle simulations, it is not
likely to exist in a real battle situation. Thus reliance on
immediate extrinsic feedback downplays the importance of in-
trinsic feedback, and may eventually deter performance when ex-
trinsic feedback ceases to exist. This observation suggests
that performance measurement should incorporate self-assessment
as much as possible, with tasks set up in such a way as to
minimize external immediate feedback.

A need exists in team training for both individual and
group training feedback. For example, a study by Zander and
Wolfe (1964, cited in Hagan, 1981; Kahan et al., 1985) found
that group performance improved only when individual and group
feedback was combined; neither group nor individual feedback
was effective when given alone.

On the other hand, Nebeker, Dockstader, and Vickers (1975)
compared the effects of individual and team performance feed-
back upon subsequent performance and found that any sort of
feedback resulted in improved performance. Yet, increasing the
amount or specificity of feedback had no additive effect and
identification of individual team members did not enhance
performance when the effects of feedback were controlled.

In addition, Lahey and Slough (1982) suggest that a
multi-scoring system that evaluates team responses to sig-
nificant events occurring in training exercises is needed for
team evaluation and feedback.

Feedback is a major factor in augmenting and sustaining
performance. Lack of feedback to the trainee is often associ-
ated with a lack of a sound assessment system for gathering in-
formation about trainee performance. Thus, to improve feedback
and control training, valid performance assessment is vital.

H. Evaluation Objectives

According to Wagner et al. (1977), most often subjective
or "armchair" evaluations are made in a checklist fashion; it
is assumed that if the team completes the mission successfully,
then it has received the proper training in the relevant
behaviors. This is not always the case. Evaluation systems
must therefore be evaluated themselves. Shaket, Saleh, and
Freedy (1981) describe the following three objectives to be met
for evaluating an evaluation system:
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Reduce the training and experience required of the
training officer and staff needed to attain an
acceptable level of training performance.

Aid the officer to collect all the relevant and nec-
essary data without depleting resources,
manpower, etc.

Reduce time needed for and improve the quality of the
evaluation process.

Shaket et al. (1981) also describe how these general ob-
jectives can be met by providing assistance in the following
more specific steps of the evaluation process:

* Aid the officer in identifying the relevant data and
plan a collecting scheme to obtain the data (ob-
servers at the right point at the right time).

* Filter irrelevant data from the large amount col-
lected.

* Concentrate the relevant data in usable form.

* Identify which tasks were accomplished and which were
not.

* Identify missing tactical skills.

* Identify specific behaviors that caused eventual suc-
cess or failure.

Filter events that are peculiar to the particular ex-
ercise.

* Aid in focusing attention on major problem areas dem-
onstrated in the exercise.

* Provide tutorial aids for any officer who is not fa-
miliar with a given mission, maneuver, or the
particular tactical circumstance.

* Help to summarize and aggregate the problem areas
identified so that most critical ones can be ad-
dressed first.

* Help to translate the deficiencies discovered into
requirements for the next exercise to make it
most effective.
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These guidelines are extremely helpful in determining
which evaluation systems are most adequate. However, in order
for them to be an aid for updating existing evaluation systems
(i.e., ARTEP) they would need to be expanded to more specific
requirements.

I. ARTEP Reliability

As discussed before, the Army Training and Evaluation Pro-
grams (ARTEPs) were developed in order to correct deficiencies
inherent in the Army Training Programs (ATPs) and Army Training
Tests (ATTs). ARTEPs are to be used at the unit level for
evaluating the performance of trained units. Since the outcome
of these evaluations will be used to ultimately suggest and
implement changes in the training process, it is necessary that
the measurement process involved in ARTEP be valid and
reliable. If this is not the case, or if the measurement is
not comprehensive, it will result in inadequate or inefficient
training.

According to Havron et al. (Vol. I, 1978), the ARTEPs have
four main purposes:

* To evaluate the ability of a tactical unit to perform
specified missions under simulated combat condi-
tions.

* To provide a guide for trainig by specified mission
standards or performance for combat-critical mis-
sions and tasks.

* To evaluate the effectiveness of past training of all
echelons from crew/squad through battalion/task
force.

* To provide an assessment of future training needs.

If the ARTEPs are successful in fulfilling their purposes,
then they will emphasize: training, diagnosis of training defi-
ciencies, performance, innovative problem solving, command per-
formance, and reflect modification of tactics (Havron et al.,
Vol, I, 1978).

For ARTEPs to be successful, they must also comply with
the sources of measurement reliability. To achieve reliabil-
ity, evaluators involved in ARTEP evaluation using a battle
simulation must be thoroughly and uniformly trained on the
battle simulation to ensure that instructions to units, control
techniques, and comparisons of performance with standards are
consistent. The senior evaluator is usually responsible for
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the development of evaluator training geared to the specific
tasks elected for evaluation. According to an illustrative
ARTEP Mission Training Plan (AMTP) for light infantry battal-
ions (ARTEP FC7-13, 1985), in order to ensure properly
qualified evaluators, the commander of the headquarters admin-
istering the ARTEP must:

* Issue the ARTEP Mission Training Plan to each evalua-
tor and require thorough study.

* Review the ARTEP Mission Training Plan to clarify its
contents.

* Conduct training on the particular battle simulation
that will be used for the evaluation,

* Conduct an oral review of the battle simulation sce-
nario, rules, and evaluation plan to develop
courses of action

* Select a command group to demonstrate the play of the
battle simulations to evaluate the command
group's performance.

The evaluators must:

" Brief the command group to be evaluated on the evalua-
tion concept and the battle simulation to be
used.

* Conduct and control the evaluation according to the
rules for play of the battle simulation and con-
ditions outlined by the commander.

* Identify the critical points during the evaluation
where command group task accomplishment can be
objectively assessed on a "product" rather than
"process" basis.

* Rate actual command group performance based on the
standards prescribed in the ARTEP Mission Train-
ing Plan.

During the observer preparation phase, any number of fac-
tors may have occurred which would not have permitted the stan-
dardization of observers. Practice, time and money have all
been cited (Boldovici & Kraemer, 1975) as common problems that
may influence whether or not the observers are capable of doing
a good job with high rates of inter-rater reliability.
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During the observation phase, noise and communication
overload influence the performance of observation. Too much
may be going on for the observers to observe at once.
Boldovici and Kraemer (1975) also suggest that measurement in-
struments may be to blame in this phase if they permit too much
subjectivity. They also point out that strategies for measure-
ment may be inappropriate, i.e., single observations may be
used when the situation would best be suited to multiple obser-
vations over time or by multiple observers.

Finally, in the recording and reporting phase, time is of
the essence. The more time elapsed between the observation and
the recording of observations, the more inaccurate the
objective recording will be... If recording is going on
simultaneously with the observation phase, then an overload may
occur, critical incidents will not be observed, and certain
observations will not be recorded. Therefore, ARTEP, even the
improved ARTEP, .ray be unreliable. Suffice it to say that the
vast complexity of the ARTEP system serves as a psychometric
challenge.

Some researchers have suggested that ARTEP could be
computerized (Shaket et al., 1981) in order to reduce the time
and comm'nication loss due to flipping through the manual to
find the related critical incidents. The Army Research
Institute (ARI) recently funded a prototype of an electronic
clipboard which would ue used by ARTEP evaluators. This device
would provide menus - selectable events for evaluation. Using
a touch-sensitive screen, the evaluator would record the
identification of the unit, his own identification, and whether
a GO or NO GO assessment was made. At the end of the exercise
or at some other appropriate time, the data stored in the
clipboard could then be uploaded to a host computer for colla-
tion with other evaluation data and analysis (MacDiarmid,
1987).

Barber and Kaplan, (1979) suggest that performance
evaluation could also be more reliable if the number of
subtasks were reduced and if the standards could be more
specific.

Because the Army has put so much emphasis into its ARTEP
system, it should not overlook the problems associated with its
reliability. Much research needs to be conducted on how to im-
prove the reliability of the ARTEP measures, and we will sug-
gest an innovative method to improve reliability in Chapter VI
of this report, Research Implications.
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J. Summary

In this chapter, we have attempted to cover some of the
fundamental issues of team training to illustrate how perfor-
mance measurement of teams and larger collective units will
differ as a function of varying team training models and
assumptions. Fundamental to the development of appropriate
measurement methodologies for collective performance is the
distinction between individual and group performance. Even
when group or collective performance is specified, it may be
difficult to isolate the individual and team skills which
relate to effective performance. For example, although
coordination and communication activities are believed to be
essential components of effective team behavior, the in-
teractive aspects of these activities make it difficult to ap-
ply uniform standards to performance. In effect, what is ap-
propriate under one scenario may be completely inappropriate
given a slight change in situation or condition (task, group
composition, experience level, etc.). This difficulty greatly
hampers advancement in collective performance measurement.
Although simulation techniques offer one solution to this
complex problem, other problems exist.

Dyer (1986) states that the limited progress in describing
how teams function reflects the lack of techniques that have
been actually developed and the diversity among the few tech-
niques that have been used. No single descriptive procedure
has been employed extensively or has been widely accepted by
the research community. Similarly, Morgan et al. (1986) state
that one of the main ingredients missing in team training is an
objective, standardized, and practical measurement technology.
Existing combat unit performance measurement techniques depend
largely on judgmental data and often do not evaluate the unit's
ability in the field (Hayes, Davis, Hayes, Abolfathi, Harvey, &
Kenyon 1977; Knerr et al., 1979).

In addition, measures are most often developed for vari-
ables that are easy to evaluate (Dyer, 1986). This means that
evaluated variables are not necessarily ones that are critical
to a mission or ones that are reliably assessed. However, per-
formance on any given task may have a unique effect on the to-
tal outcome of a mission (Connelly et al., 1980) regardless of
whether or not the task is evaluated. Thus, there is always a
question as to whether measures are sufficiently comprehensive.
It has been suggested (Hackman, 1982) that a single methodology
for effectiveness assessment will not be comprehensive. For
example, Boldovici and Kraemer (1975) compared critical inci-
dents with task descriptions in their critical incident study
of reports by veterans of armored combat. Task descriptions
were found to describe more elemental types of behavior, while
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safety and novel solutions to combat and non-combat problems
were most often found using critical incidents. Therefore,
Boldovici and Kraemer concluded that task descriptions should
be used for mastery of the basics, while critical incidents may
be used for advanced training and end-of-course evaluation.
Efforts should be expended to make both types of evaluation as
reliable as possible.

Presently, the most common measurement approach is
subjective evaluation (Hall & Rizzo, 1975). This approach,
typified by ARTEP, usually makes use of
satisfactory/unsatisfactory scales, thus redu-ing the evalua-
tion process to a checklist procedure with little room for in-
terpretation. Subjects receive a weighted score, with the team
score usually being a summation of weighted individual scores.
Introduction of automated performance measurement and other
more objective methodologies may provide more comprehensive as-
sessment.

In summary, more research needs to be done on how to im-
prove the reliability of measures used in military contexts
(e.g., ARTEP). Many researchers (e.g., Wagner et al., 1977)
suggest a systems approach to team training to assist in the
establishment of criteria/standards, while others (e.g.,
Kristiansen & Witmer, 1981) have developed a systems approach
to "fix" training problems. Systems approaches, which include
analyses, design, development, implementation, and evaluation
of training programs, provide a way to assure training goals
and thus rely on adequate system measurement to make proper ad-,
justments to the system.

The guidelines in this section on measurement should be
kept in mind as we turn now to a closer look at some of the
current systems used in collective training in the Army.
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Chapter III. Current Army Collective Training Approaches

The purpose of this chapter is to present a sample of the
training systems used by the Army. This review is not com-
prehensive in coverage; many training approaches have become
obsolete and are therefore not included herein. An attempt has
been made to present those approaches that were felt to be
most important, with an emphasis on those that were considered
emergent for task situations as they present a greater level of
realism. The review primarily addresses Army training ap-
proaches because Navy, Air Force, and Marine approaches are ei-
ther quite similar or do not address training factors that are
unique to the Army.

The Army has three categories of training: individual
training, unit training, and training support (i.e., support
personnel). Unit or team training takes precedence over
individual training due to the nature of the Army's force
structure (Rosenblum, 1979). According to Wagner et al.,
(1977), this team training is largely conducted in the field
with no formal institutional training associated with unit
training.

Army training settings have two classes: field exercises
(ARTEP missions and engagement simulations) and simulations.
Havron et al. (Vol. V, 1979) have described the field exer-
cises as being mainly designed for entire units, while simula-
tions are the superior method for training battalion and com-
pany commanders and staff.

A. Army Training and Evaluation Program (ARTEP)

The Army Training and Evaluation Programs (ARTEPs), with
their Training and Evaluation Outlines (T&EOs), guide the
Army's collective training. The ARTEPs also serve as a base
for conducting most of the Army's field exercises and
simulations.

ARTEP Mission Training Plans (MTPs) list keys to success-
ful training. For example, it is stated (ARTEP, 1985) that the
exercise commanders are responsible for the training of all in-
dividuals and units under their control. The emphasis in the
training exercises is usually placed on the individual soldier,
and battalion commanders must ensure that the platoon leaders
realize the importance of the individual tasks. ARTEP stresses
centralized planning and decentralized execution. The battalion
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commander sets the overall training goals and objectives, and
the subordinate commander develops the training plan for his
unit based on the overall training goals. In order to be pro-
ficient, the platoons must be able to perform the mission as-
signed to them. Therefore, success of a battalion mission be-
comes a function of battalion headquarters proficiency in
command, control, communications, and planning.

According to ARTEP instructions (ARTEP, 1985), the
battalion commander must give adequate time for the indi-
viduals, squads, and platoons to become proficient at working
togetner before assigning specific missions related to the ac-
complishment of a company mission. The commander assigns
training drills that will result in the repetitive conduct of
all the essential drills. This procedure also helps prepare
the individuals and platoons for the successful accomplishment
of their specific missions.

ARTEP training also emphasizes realistic training condi-
tions, with night training being common. The training must be
as realistic as possible in order to properly train and moti-
vate the soldier.

The commander asks three questions throughout the training
process: Where should we be? Where are we now? How can we
best get fror. where we are to where we should be? "Where
should we be" is answered within the pages of the ARTEP Mission
Training Plan. The commanders may add tasks or make the tasks
more difficult, but tey can not make the tasks easier. The
standards for appropriate performance are also provided in the
ARTEP plan. "Where are we now" is answered by the most recent
measure of performance, as determined by observation or evalua-
tion in relation tc minimum combat essential critical tasks and
standards listed in the ARTEP MTP. After answering the first
two questions, the commander can develop a training plan to an-
swer the third question: "How can we best get from where we
are to where we should be?" This new training program should
overcome any weaknesses discovered in answering the second
question.

In order to practice mission command and control properly,
leaders and staffs are trained as teams. Usually additional
training, other than the training received through daily rou-
tines, is required. Many effective techniques are available to
the commanders for performance of additional training. These
include on-the-job coaching and critiquing by senior leaders,
tactical exercises without troops (TEWT), map exercises
(MAPEX), situation training exercises (STX), battle simula-
tions, command field exercises (CFX), command post exercises
(CPX), and fire coordination exercises (FCX). TEWT and MAPEX
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function with only the leader and selected subordinates. They
consider mission-unique factors and how best to use the given
terrain and tactics. TEWT is conducted in the field, whereas
MAPEX can include the study of maps and the viewing of terrain
slides. CFX, CPX, and FCX provide realistic practice on their
mission while keeping troop and unit support to a minimum.
They allow participants to practice command, control, and com-
munication while under simulated wartime pressures. The
various exercises available are listed below along with a brief
description of when they are appropriate to use (ARTEP, 1985).

EXERCISES AVAILABLE

Map Exercise (MAPEX) - Low cost; low overhead;
multi-echelon; suitable for
command and control at all lev-
els; limited hands-on
training.

Tactical Exercise Without Low cost; low overhead; valu-
Troops (TEWT) able for company and below;

"terrain walks" at higher lev-
els; valuable for contingency
planning.

Simulation Training - Low cost; low overhead; valu-
Exercise (STX) able staff and leader training

reinforces collective training.

Fire Coordination Exercise Medium cost; medium overhead;
(FCX) exercises total-unit capa-

bilities in scaled-down live
fire mode; can exercise leaders
at all levels in the orchestra-
tion of weapons and support
systems; suitable for platoon,
company, and battalion ech-
elons.

Live Fire Exercises (LFX) - High cost; high overhead; re-
source intensive; generally
limited to platoon and company
level.

Combined Arms Live Fire - High cost; high overhead; re-
Exercise (CALIFAX) source intensive; combined arms

training, battalion level.

Command Post Exercise (CPX) - Medium cost; medium overhead;
exercises command, staff head
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quarters, and communication
personnel; suitable for battal-
ion through corps; does not
fully exercise service support.

Command Field Exercise (CFX) - Medium cost; high overhead; ex-
ercise total unit capabilities
(weapons and support systems);
suitable for battalion through
corps.

Field Training Exercise High cost; high overhead; most
(FTX) realistic at lower echelons;

requires extensive control mea-
sures; not suitable as a basic
training method for staff.

Joint Training Exercise High cost; high overhead; exer-
(JTX) cise two or more services; more

an environment than a tech-
nique; essential for combining
all resources to fight on the
modern battlefield.

Emergency Deployment Medium cost; high overhead;
Readiness Exercise(EDRE) exercises deployment capa-

bilities; involves installation
support activities in their
service and support roles; nor-
mally conducted for the
battalion task force level.

Battle Simulation Exercises - Low cost; low overhead; appro-
priate for training leaders and
battle staff (ARTEP, 1985).

The training of the battalion headquarters is similar to
training squads and platoons in that individuals (officer and
enlisted) must be proficient in certain individual tasks before
any type of team training can begin. Aftet individual training
has been completed, a road map of progressive training is
followed which ultimately leads to battalion-level ARTEP. A
building block approach guides this collective training. Each
staff section is given specific training tasks which can be
used in garrison. These training tasks help to develop the in-
ternal procedures for that section in field operations. Once
these specific training tasks are completed, the staff begins
to train as a unit and the training becomes progressively more
difficult. Soldiers and NCOs perform a series of tactical
operations center (TOC) drills, such as the tasks relevant to

111-4



setting up and moving the command post. The officers and se-
nior NCOs participate in a series of staff coordination exer-
cises. These exercises are used to increase proficiency in
procedures relevant to combat.

Once the headquarters is trained and company-level profi-
ciency has been attained, then battalion-level collective
training in an FTX can begin. The purpose of the FTX is to
verify proficiency in the training conducted to date and en-
hance unit readiness. The systematic training of the staff and
increased levels of proficiency prepares the battalion for an
external evaluation, by the National Training Center, REFORGER,
TEAM SPIRIT, or other battalion-level exercises (ARTEP, 1985).

A~cording to many researchers, one of the best ways to as-
sess C and C activities is through simulation techniques be-
cause of their potential for controlling the training environ-
ment in order to simplify the measurement of complex
coordinated team behaviors (Cooper et al., 1984; Knerr et al.,
1979; Shiflett, Eisner, Price, & Schemmer, 1982).

According to Sulzen (1980), engagement simulation
techniques are superior to operational or field training
techniques such as ARTEP and also provide a more objective
method for evaluatin" team performance. Evaluators in en-
gagement simulation exercises classify the various tasks per-
formed by the units and provide numerical, objective ratings
instead of summary evaluations.

Engagement simulation techniques also simulate the com-
plexities of actual battle. They provide training using cpP-s-
ing forces in mock battle situations. Casualties and/or ts
are determined in a number of ways using telescopes, -

numbers on targets, etc. Engagement simulation is very i. -

tic, therefore, in that the situation is emergent. Often
Training and Evaluation Outlines (T&EO's) are not at hand for
finding the prescribed answers. The response must be creative
and intelligent. Casualty assessment occurs in these
two-sided, creative problem solving tactical field exercises
through the simulation of weapons and weapons effects. Casual-
ties are brought about in a unique and timely manner as a re-
sult of interactions of opposing forces.

Wagner et al. (1977) and others have found that engagement
simulation techniques are valid for training groups. Soldiers
and units alike reach higher levels of tactical proficiency
more rapidly. Motivation is also high due to the realistic and
challenging nature of the tactical exercises.

As we will discuss later, engagement simulation is best
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when used as an objective tool for measuring casualty and dam-
age outcomes. It may also be used for post-exercise critiques,
after-action reviews, and for peer and self-assessments. Thus,
engagement simulation combines the rigor of quantitative mea-
surement with the simplicity and understandability of more
qualitative measurement and feedback.

The major Army simulation training strategies and training

settings are described below.

B. Squad Combat Operations Exercises, Simulated (SCOPES)

SCOPES (Squad Combat Operations Exercises, Simulated) are
used for infantry squad training and fall under the heading of
engagement simulations. Originally developed for the Army to
teach movement techniques to Ml6AI rifle teams and squads to
increase proficiency, the SCOPES technique provides a realistic
framework for battle simulation because it simulates live fire.
"Hits" can be easily determined. There are real outcomes with
"winners" and "losers". The outcomes can then be discussed in
an After-Action Review (AAR). The reasons for success and
failure are discussed, with suggestions given for improving
ways in which to avoid being killed and to better attack the
enemy.

C. REALTRAIN

REALTRAIN is another engagement simulation technique. It
is more advanced than SCOPES in that it allows for the simula-
tion of larger scale exercises using more than just the use of
rifles. Soldiers who have trained under REALTRAIN as opposed to
more conventional methods have performed better under the
REALTRAIN conditions (Knerr et al., 1979), obtained higher lev-
els of proficiency, and been more motivated to train (Wagner et
al., 1977).

As technology advances, training systems become outdated.
REALTRAIN has been no exception to this. SCOPES was replaced
by REALTRAIN, and REALTRAIN has all but been replaced by the
technology and advancement of the MILES system.

D. Multiple-Integrated Laser Engagement System (MILES)

MILES is a type of engagement simulation with the usual
two-sided, free-play exercises. In MILES, casualties are
determined automatically by eye-safe lasers. The casualties
are reported to the Net Control Station (NCS) where a total is
kept and the outcome is determined (Havron et al., Vol. V,
1979). This system allows for battle simulation in day or
night. Its ability to report kill scores automatically reduces
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the subjectivity in battle simulation exercises. MILES also
allows for simulation in battalion and task force size teams
(Wagner et al., 1977; Havron et al., Vol. VI, 1979). Current
work is underway to improve MILES to operate under obscuration
conditions (Industry Day, 1987).

Using lasers does have a good potential for reducing the
amount of unreliable human measures (Wagner et al., 1977). Ac-
cording to Knerr et al. (1979), however, MILES, in reducing the
need for human controllers, also reduces the amount of tactical
activities data available. This reduction of available
tactical data regarding performance may affect discussions im-
mediately following the exercise, where controllers get to-
gether to compare results and validate the data. This is fol-
lowed by an AAR (After-Action Review) in which trainees learn
about their mistakes and their effective behavior. The AAR
should provide knowledge and effective feedback to promote per-
formance effectiveness.

The preceding simulations fall into the category of en-
gagement simulations. The next group of simulations can be
categorized as field exercises comprising battalion-level
manual and computer-support/assisted simulations.

E. Combined Arms Tactical Training Simulator (CATTS)

The Combined Arms Tactical Training Simulator (CATTS) is
an example of a system used in a field training setting.
CATTS is a computer driven exercise (Wagner et al., 1977) for
training maneuver battalion commanders and cavalry squadron
command groups (Barber & Kaplan, 1979) to attain and sustain
ARTEP standards in the control and coordination of
combined-arms operations. The computer is located at Fort
Leavenworth, Kansas, where it simulates the behavior of
platoons/units in combat. CATTS maintains information on
location of units/personnel; unit strength, equipment,
ammunition, and other assets; fuel for friendly and enemy
forces; movement rate depending on terrain/ weather conditions;
etc. (Kaplan & Barber, 1979; Havron et al., Vol. V, 1979). The
computer simulates the behavior of units in combat providing
for a realistic free-play exercise that is conducted in a
real-time mode (Kaplan & Barber, 1979).

Until Simulation Networking (SIMNET), the CATTS system was
the most sophisticated simulation training device available for
the battalion staff in the Army inventory (Havron et al., Vol.
V, 1979). However, the situations of battle are limited to
those that are programmed into the computer. While some
limitations do exist, most of the ARTEP subtasks can be
simulated in CATTS (Kaplan & Barber, 1979), thus demonstrating
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the utility for training battalion command groups under the

CATTS system.

F. Computer-Assisted MAP Maneuver System (CAMMS)

The Computer-Assisted Map Maneuver System (CAMMS) is
somewhat similar to CATTS in that it, too, is a
computer-assisted battle simulator for battalion commanders and
their staffs. Symbols have been developed for units and
weapons, these symbols are then put to use on a terrain board
which simulates the actual battlefield. The automatic
recording of movement, engagement, and administrative
procedures helps to reduce processing demands of the
controllers and adds to the value of the training (Havron et
al., Vol. V., 1979)

However, CAMMS, like CATTS, is limited to those situations
that have been programmed into the computer (Havron et al.,
Vol. V, 1979). CAMMS, unlike CATTS, is a portable system. A
travelling team conducts the controller training, thus local
unit training managers are responsible for selection of con-
trollers and auxiliary personnel. This means that the CAMMS
controllers and auxiliary personnel have not achieved the level
of "expertise" that has been achieved by the more permanent
CATTS controllers and auxiliary personnel. While this is a
drawback of CAMMS, it is only a slight one. Both CAMMS and
CATTS are highly recommended for battalion staff training
(Havron et al., Vol. V, 1979).

G. Pegasus - GTA 71-2-1

Pegasus is a command group simulation, like CATTS and
CAMMS. It is also for battalion and higher level command/staff
members. Pegasus, unlike CATTS and CAMMS, is not computer-
ized, it is entirely manual. The controllers are responsible
for executing casualty assessment, orders, maintenance of
strengths, status, etc. (Havron et al., 1979). These are the
areas that are normally handled by the computer in CATTS or
CAMMS. CATTS, CAMMS, and Pegasus were all developed to
represent command group tasks outlined in ARTEPs 100-1 and
71-2. According to Havron et al. (1979)), their use (especially
CATTS) pointed out three areas of weaknesses in ARTEPs: per-
formance of subtasks, specific performance deficiencies, and
the relative contribution of individual subtasks to overall ef-
fectiveness. Because Pegasus is entirely manual, controllers
have to spend more time processing information and data. This
processing means that less time is available for filtering the
information (i.e., observing player performance) and acting out
their role as controllers. Pegasus was also designed to be
interactive and to give the outcomes of player behavior. But,
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because the system is manual, an overload of processing may
occur, thus causing a lag in the real time of event occurrence.
A system overload may also cause administrative/logistical er-
rors to occur. They will simply be overlooked due to the nec-
essary extra processing. Pegasus does have the most comprehen-
sive capabilities for evaluating staff performance diagnosti-
cally. However, the above mentioned problems are likely to oc-
cur due to an overload of trying to process this comprehensive
set of materials. Thus, Pegasus, while not being limited by
any computer programming deficiencies, is limited by the infor-
mation processing capabilities of the controllers and also
by
their manipulation abilities.

H. Military Airlift Center Europe (MACE)

MACE is a microcomputer-based battalion/squadron training
simulation using Europe as its scenario. Its purpose is also
to provide a low cost computer based training environment for
commanders and their staff in command and control to attain and
sustain ARTEP standards (ARTEP, 1985).

I. Dunn-Kempf

The Dunn-Kempf tactical board game (a nonengagement
simulation training device) trains command and control leaders
at the company level and platoon leaders in exercising
tactics and maneuvers. Dunn-Kempf uses OPFOR (Opposing Forces)
tactics, but does not incorporate the effects of individual
weapons. A board is used to represent the terrain. While this
is certainly convenient, it is also unrealistic in that it
allows the commander/platoon leader to see all of his forces.
This is usually impossible in the actual battlefield, due to
any number of constraining factors (e.g., distances,
topography, vegetation, etc.).

The system is manual, thus all battle pertinent informa-
tion must be recorded by the controllers. Here again, the
problem of information-processing overload is likely to occur,
due to the information processing and manipulation limitations
of the controllers. This affects the realism of the simula-
tion. Another criticism of Dunn-Kempf is that it occurs at the
company and platoon level. Havron et al. (Vol. V, 1979) be-
lieve that a transfer of learning is less likely at this level
than at the battalion staff level, which are more realistic to
combat jobs.
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J. Small Combat Unit Evaluation (SCUE)

SCUE, the Small Combat Unit Evaluation game, is a manual
system for simulating field exercises. SCUE was developed by
the United States Army Research Institute (ARI). It, like
Dunn-Kempf, is also for company, platoon, squad, and fire
teams. Thus, since it is manual and for the same unit
echelons, it faces many of the same limitations as Dunn-Kempf.
SCUE does, however, incorporate the use of individual weapons
(i.e., M-16), but does not use OPFOR tactics (Havron et al.,
1979).

K. Joint Exercise Support System (JESS)

JESS and the following systems represent more current
computerized battle simulations which were designed to depict
higher-echelon engagement scenarios. JESS is a two-sided,
stochastic, ground force model designed to train corps and
corps major subordinate command (MSC) commanders and their
staffs in the proper implementation of Airland Battle Doctrine.
JESS is being developed as a model for Corps Battle Simulation
(CBS) by Jet Propulsion Laboratory (JPL) in Pasadena,
California. The model, presented on screen by hexes to
controllers, represents the terrain by videodisc scenery
overlayed by computer-generated graphics. The system depicts
units from corps down to battalion for its CBS applications.
However, company-size forces can be created and played for
blue (friendly) forces. Red (threat) forces are normally
shown down to the regimental size.

Maneuver units can perform different missions (attack, de-
fend, withdraw, move, delay, etc.). Their position, combat
strength and weapons range, by weapons system, is described by
the computer, as are combat support units, such as field
artillery, Tactical Air (TACAIR), attack helicopters, cavalry,
air defense, engineer, and NBC units. Combat service support
units are also portrayed.

The players communicate with controllers via the voice and
teletype capabilities of their organic signal units. Informa-
tion is sent to controllers as orders to lower level command-
ers, while reports from lower level commanders are sent to the
player by the controllers.

JESS has checkpoint, restart and replay capabilities, and
it runs in real time. (Battle Simulation Software Survey,
1986).
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L. JANUS/JANUS (T)

The JANUS system is a two-sided stochastic, high-intensity
combat model developed by the Lawrence Livermore National
Laboratory to train brigade and battalion commanders and staffs
in ground combat doctrine. The Training and Doctrine Command
(TRADOC) has upgraded the system in JANUS (T) to improve the
training aspects.

JANUS provides a simulation model depicting digitized ter-
rain on the monitors, where troop/unit positions and movements
are based on the actual terrain. The units are portrayed as
battalions and companies normally but can be broken down into
individual weapons systems (e.g., tank, APC, M-16). Threat
units are played from red division down to battalion. Maneuver
units are tracked by type, strength, and position. Line of
sight calculations determine what targets can be seen and/or
fired upon. Units can perform any normal ground maneuver.
JANUS also provides field artillery, air defense, artillery and
attack helicopter play, although it lacks intelligence model-
ing, TACAIR, and other features.

The commander and his staff use organic communications
equipment to communicate with lower level commanders and staff
who are located with the controllers and provide inputs ver-
bally. They receive information visually from video display
units. The controller is usually one of the lower level
commanders who has received 4-6 hours of training in using the
workstation equipment (Battle Simulation Software Survey,
1986).

X. Army Training Battle Simulation System (ARTBASS)

ARTBASS is a mobile, two-sided, mainly stochastic combat
simulator developed by Singer-Link and designed for battalion
and brigade levels. Although maintained by the U.S. Army Com-
bined Arms Center at Ft. Leavenworth, Kansas, it is currently
being fielded for gene.'al use throughout the Army. The Com-
bined Arms Tactical Training Simulator (ZATTS) described ear-
lier, provided the test-bed for ARTBASS. Designed to provide
training via realtime battle simulation, ARTBASS has digitized
terrain representation which can play any type of terrain.
ARTBASS depicts units from brigade down to the squad level with
units portrayed as aggregate of weapons. It provides combat
resolution at the combat level and portrays red units down to
the battalion level. For blue forces, all combat arms are por-
trayed as well as combat support units (field artillery,
TACAIR, air defense artillery, electronic warfare, aviation,
NBC, and helicopters) and combat service support units.
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The players coordinate with the controllers via the normal
communication channels of the organization. Controllers act as
company commanders, fire direction centers, logistic support
facilities and other combat support and combat service support
elements. ARTBASS also has checkpoint, restart and replay ca-
pabilities (Battle Simulation Software Survey, 1986).

N. Automated Support System for Army Unit Logistic Training
(ASSAULT)

ASSAULT is a multi-echelon logistics exercise training
simulation being developed by BDM to provide combat service
support (CSS) to unit commanders in a training situation and to
test the feasibility of simulation-supported CSS training exer-
cises (Battle Simulation Software Survey, 1986).

0. Computerized Battle Simulation (COMBAT-SIM)

COMBAT-SIM is a two sided battalion combat simulator,
originally developed for the Australian Army War Game Center by
Perceptronics, and used to train battalion level commanders and
their staffs in decision-making processes in simulated combat
environments.

Area maps are generated from video disks and overlayed
with computer-generated imagery for representation of units,
movement, obstacles, and combat fires. COMBAT-SIM represents
units as aggregates of weapons systems. The system normally
utilizes units of company and platoon size, while threat units
are portrayed at company level.

COMBAT-SIM portrays all types of maneuver units with the
capability and maneuverability of each unit determined by the
current "operational state" of the unit. The "operational
state" combines descriptions of the tactical posture of the
unit, its maximum rate of movement, firepower effectiveness,
and vulnerability to observation and fire. COMBAT-SIM also
portrays field artillery fires, air defense fires, and TACAIR
functions. Error probability, round distribution, probability
of hit and of kill are used to determine results. Combat ser-
vice support units are also modeled.

Training audience/role player interaction is provided by
organic unit communication equipment, where the training audi-
ence uses its standard operating procedures for coordinating
with the role players. The system checkpoint, resLart and re-
play capabilities uses archival data. The archival data are
also used to produce postgame summary reports. A controller
can be trained to use the system in 4 to 6 hours. (Battle
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Simulation Software Survey, 1986).

P. Battlefield Management System (BMS)

The Armor Center at Fort Knox (Pappa, 1986) identified
needs for a system which integrates all the various combat sys-
tems found on the close combat heavy battlefield at the
battalion and below. To meet these needs, the Battlefield
Management System (BMS) has been proposed to integrate all of
the previous battlefield methodologies. As currently en-
visioned, the system will contain a common data base that all
subsystems will share to allow the commander to optimize his
weapons against any threat. It is this data base that will
enable much of the decision-making process and staff procedures
to become embedded in software that will cue the commanders to
critical situations on the battlefield.

The BMS is being developed in order to correct three
deficiencies that were identified in the areas of target
acquisition, communications and command, and control.

The Battlefield Management System is an electronic infor-
mation gathering, processing and distribution system. The sys-
tem is designed to quickly gather and process real time battle-
field information and intelligence in a responsive manner.

The Army has developed the Army Command and Control Master
Plan and Army Battlefield Interface Concept which are the over-
all capstone documents for the integration of horizontal and
vertical information. Maneuver control, intelligence/elec-
tronic warfare, fire support, com~at service support, and air
defense are the elements of this C master plan. These nodes
and their relation to one another are known as the Sigma Star
Concept.

These systems were developed due to problems associated
with lack of time available to effectively coordinate combat,
combat support, and information gathering systems. The
technology of the BMS should help commanders have a more ac-
curate overall picture of the battlefield which should enable
them to fight more efficiently and execute faster than the en-
emy. "In broad terms the Battlefield Management System substi-
tutes technology for time consuming manual functions at the
tactical level, and expedites surveillance and fire distribu-
tion activities" (Pappa, p. 12).

The major inputs into the BMS will be sensor information,
command and control information to include orders and status of
forces, targeting data for both direct and indirect fire, and
navigation and logistics data. The Battlefield Management Sys-
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tem will ultimately include all combat systems, armor, infan-
try, artillery, aviation, and air defense at the levels of com-
mand up to battalion and will attempt to use embedded training
devices and system redundancy.

1. Simulation Networking (SIMNET)

As part of the BMS concept implementation, Simulation Net-
working, or SIMNET, was developed as an advanced high-risk
technology project sponsored by the Defense Advanced Research
Projects Agency (DARPA) in close cooperation with the Army
(Herzog, 1986). Its objective is to develop the Department of
Defense technology base for the large scale networking of
military training simulators. This technology is designed to
permit regular and intensive practice of combat skills by
large-teams, and is viewed as an essential technology for the
future preparedness of U.S. combat forces.

The SIMNET project began in 1983 when analysts from DARPA
analyzed the Army Training and Evaluation Program (ARTEP) and
determined the tasks and skills that are required to success-
fully complete the mission. Primary ARTEP missions include:

* Movement to contact and the hasty attack
* Deliberate attack
* Hasty defense
* Deliberate defense
* Passage of lines (forward and rearward passages)

The analysis included a review of the major missions, the
collective tasks that sLpport them and the network of support-
ing common skills and individual tasks that assure accomplish-
ment of the collective tasks. All of the individual tasks were
evaluated as to their potential feasibility for simulation.
DARPA focused its technological development on armor (the M1
tank) and mechanized infantry (the M2/M3 Bradley Fighting Ve-
hicle) training requirements. Another major issue of SIMNET
is that of local area networking (LAN) and its ability to
support a cluster of simulators at a single site. The number
of simulators may vary from as few as 2 to as many as a 100.
An example of the LAN system is the cluster scheduled for the
U.S. Army Armor Center at Fort Knox which will have 82
simulators simulating a tank heavy battalion task force
featuring Ml tanks, M2 and M3 Bradley Fighting Vehicles, and
spares. All of the simulators will act as one fighting unit
just as if 82 combat vehicles were parked in a motor pool ready
to be assigned to a commander conducting an exercise or going
into battle.
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Once the local networking system is developed, then the
research effort will be shifted to long haul networking (LHN)
technology. The purpose of LHN is to electronically interplay
several local area nets over very long distances without loss
of fidelity. SIMNET research will concentrate on three types
of long haul networking systems: dedicated digital land lines,
wideband satellite, and personal microwave. The major problem
which confronts SIMNET in this research is the delay caused
from going from a LAN to a LHN and back into a LAN. This delay
could potentially present considerable problems in simulation
because of the loss of reality.

The SIMNET technology research has been centered around
the levels of accuracy needed for various aspects of the
simulation, how these relate to specific training objectives,
how radio networks can be simulated with its artillery and
close air support duties, and how combat support and service
support decisions are entered into the network (Herzog, 1986).

The greatest advantage of the SIMNET system is that the
soldiers will not fight a computer but other soldiers. The re-
sults will be transmitted by the computers via visual and audi-
tory presentations to other players. All of the normal unit
procedures such as estimates of the situation, the preparation
of operations orders, ground reconnaissance, and reports, serve
to inform staff and combatants and to assist the commanders in
command and control just as they would in combat of a field ex-
ercise (Herzog, 1986).

Until recently, SIMNET research bypassed one of the most
crucial areas of the SIMNET system--the area of human
performance measurement. However, now ARI's program, "Unit
Performance Measurement and Training Program Design for
Networked Simulators ", addresses the need to conduct research
in the area of human performance measurement in order for
SIMNET to become a truly effective training device.

"The performance measurement system for SIMNET will key on
relevant ARTEPs and AMTPs to provide a framework for evaluating
performance. The specific focus will be the 2A Experimental
AMTP being developed for ARI. 2A addresses training objectives
to support training and evaluatioon of units at the National
Training Center, and uses standard mission scenarios, such as
based on a software architecture which collects and analyzes
data carried on the SIMNET network, and on inputting observer
evaluation data for those tasks which cannot be collected
automatically. One of the critical tasks, underway now, is
determining the degree to which data can be collected
automatically from the SIMNET network, and how much
observer/controller input is required." (Vestewig, 1988, p.3).
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"The primary goal of the performance measurement system is
to help the unit commander by allowing him to review the
results of his unit's exercise in SIMNET on hardware available
at his home station, and plan additional training accordingly.
Ideally, if SIMNET is used before a rotation at NTC, the unit
can potentially practice and perfect skills so that the
exercises at the NTC are more beneficial. However, the system
will also have additional statistical analysis and graphics
capability to allow the researcher to perform more
sophisticated analysis. Finally the system will have data
formats compatible with NTC archives so that analysis can be
performed on each data set using the same tools." (Vestewig,
1988, p.3).

2. The Land Battle Test Bed (LBTB)

The Land Battle Test Bed (LBTB) is a wargaming facility
which integrates several computer simulations into a single
man-in-the-loop, force-on-force simulation. The purpose behind
,the LBTB is to test new battle concepts with minimum resources.
The LBTB is composed of four major components, described below:

* Developmental SIMNET
* JANUS
* An Artificial Intelligence Cell
* ADDCOMPE (Army/DARPA Distributed Communications

Processing Experiment) (Shiflett, 1986, p. 50)

The developmental SIMNET system is the major component of
the Land Battle Test Bed. "The design features are rapidly
reconfigurable simulation modules: semi-automated threat, after
action review, automated setup and review capability, and auto-
mated user-friendly data reduction (Shiflett, p. 50).

JANUS is a computer assisted man-in-the-loop wargame that
is a replacement for the manual "battle" wargame. Only com-
manders participate in JANUS. The JANUS system is a complemen-
tary simulation to SIMNET for examining those issues which ex-
ceed the company-sized capacity of the Developmental SIMNET
module (Shiflett, 1986).

ADDCOMPE is a joint Army/DARPA distribution communication
processing experiment. "Its objective is to provide the maneu-
ver (heavy) proponent with a flexible hardware and software
test bed, including supporting personnel, to conduct concept
explorations, develop user requirements, and refine issues and
criteria for the development of battalion and below command,
contro), communications and intelligence (CM) systems
(Shiflett, p., 51).
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An Artificial Intelligence (AI) cell is also included in
the Land Battle Test Bed. Artificial Intelligence is defined
for this system as "computer activities which if performed by a
human would be considered intelligent" (Shiflett, p. 51). Re-
search in Artificial Intelligence is in the early stage. Even-
tually, the Artificial Intelligence research will be integrated
into the Battlefield Management System (BMS).

In order to demonstrate how each of the components of the
LBTB work together, a hypothetical situation wi.Ll be explained.
The issue is extending the area of influence of the battalion
commander out to 10km from his battalion center of mass. Sev-
eral options would be developed by military judgement and the
Artificial Intelligence cell. JANUS would be used to determine
the desirability of each of these solutions. After the solu-
tions are refined into several variants and organizational
structures, they are fed into Developmental SIMNET. Develop-
mental SIMNET would then investigate the system specific param-
eters using the man-in-the-loop on the close combat heavy
battle field. From the work of Developmental SIMNET, the de-
sired system parameters would be described and how to best in-
tegrate them into the force.

The Land Battle Test Bed can be used in a number of dif-

ferent applications including:

* A way to study the effects of new technologies.

* The best way to accommodate technological changes.

* How to integrate Artificial Intelligence into armor
training and combat development activities.

* A way to shorten the acquisition process (Shiflett,
p. 52).

Q. The Company/Team Level Tactical Simulator (COLTSIM)

The Company/Team Level Tactical Simulator (COLTSIM) is a
training device being developed to provide a real time,
two-sided, computer-assisted battlefield simulation to train
company commanders and key subordinates in command and control
(C2) of combined arms operations in a simulated combat environ-
ment" (Hollenbeck, 1986, p. 53). COLTSIM will become part of
the training device strategy to use ,imulation, substitution,
and miliaturization (SSM) to develop and maintain individual
and unit proficiency. COLTSIM is being developed to meet the
training needs of command leaders and to cope with the great
range, speed, and diversity of engagements found in actual com-
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bat.

Training methods are divided into two main categories:
on-tank and off-tank. On-tank is where the most realistic
company/team level leadership training is provided on conven-
tional ranges in areas remote and vast enough to accommodate
armor vehicles. Included in on-tank is the Multiple Integrated
Laser Engagement System (MILES). Because of the great amount of
resources needed for on-tank maneuvers (i.e. equipment, ammuni-
tion, personnel, travel expenses, and maintenance) it is usu-
ally not possible to have access to such training often enough
to become proficient.

The second main category of training (off-tank) consists
of manual and computer-assisted simulations. The manual
simulators usually have trouble with lengthy game mechanics
which greatly reduces the reality of the simulation exercise.
Some of the manual systems (Dunn-Kempf and BLOCKBUSTER) cannot
appropriately replicate combat stress. The computer-assisted
simulators also have some problems. These problems consist of
canned scenario and coordination of subordinates. (Hollenbeck,
1986). The COLTSIM system will be able to be used as a
stand-alone simulator or integrated into multi-echelon train-
ing with other systems being developed under the Army Training
1990 Concept.

In addition, COLTSIM will be able to simulate the follow-
ing vehicles:

* M113 Armored Personnel Carrier
* M106 Heavy Mortar Carrier
* M60A3, M1, and MlAl Tanks
* M2 Infantry Fighting Vehicle and the M3 Cavalry

Fighting Vehicle.

Also included in the system are controller stations repre-
senting higher headquarters, fi . support, engineer, and the
opposing forces. COLTSIM will r. available in both fixed in-
stallation and mobile configurations (Hollenbeck, 1986).

The COLTSIM system includes training in troop leading pro-
cedures, exercising and practicing ARTEP related tasks, prac-
ticing tactics and doctrine, and exercising unit tactical stan-
dard operating procedures (SOPs). The average time for
warm-up, preoperational checks, and initialization for the
COLTSIM system is no more than 30 minutes. However, the most
important feature of COLTSIM is that it will provide the train-
ing sessions in realtime, with realistic and varied scenarios,
and be integrated into other training systems (Hollenbeck,
1986).
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R. Simulation in Combined Arms Training (SIMCAT)

The Simulation in Combined Arms Training (SIMCAT) system
is a platoon level simulator which incorporates a network of
six microcomputers, voice technology, and radio nets. This
system provides the opportunity for four students to practice
performing tactical scenarios against a free-play opposing
force, under the control of an instructor. Line of fire and
movement rate variables are computer controlled, and the stu-
dents move and fire graphic representations of their tanks us-
ing normal voice commands. The SIMCAT system provide a bridge
between the classroom training and the field exercises
(Burnside, 1986).

S. National Training Center (NTC)

No discussion of major Army training strategies and train-
ing settings would be complete without a description of the
U.S. Army's National Training Center (NTC) at Fort Irwin,
California. NTC is the most sophisticated, battalion-scale,
combined arms training system in the world.

NTC provides an instrumented battlefield covering 636,000
acres. Battalions from locations across the country are
brought to the center in 20-day rotations to spend 10 days in
force-on-force engagements using MILES and 4 days in live-fire
exercises. The battalion faces opposing forces, outnumbered by
a ratio of 3:1. NTC has a full-time professional group of ref-
erees and members of the Red Force command numbering 530.
Missions vary to include all critical missions, such as
movement to contact, hasty attack, and deliberate attack.

The instrumentation system includes realtime battlefield
monitoring and control for two simultaneous, combined-arms
force-on-force engagement exercises. The battalion live-fire
exzcises provide capability against 500 tank targets,
computer-controlled threat array, with automated scoring.
Monitoring and recording is provided of real-time position lo-
cation, tactical communications, hit/kill/near miss events, ai1d
weapons system pairing for 500 players. The force-on-force en-
gagement scenarios, performed day or night, use Multiple Inte-
grated Laser Engagement System (MILES). The monitoring and re-
cording of command, control, and tactical VHF communications
takes place on 90 selectable channels.

The center also utilizes real-time video recording and
display from eight mobile video units, two backup
video/Tactical Operations Center (TOC) units, and two
long-range video surveillance systems.
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The instrumentation system provides real-time graphics
displays of specific battlefield activity and statistical data,
overlaid on digitized terrain maps. The NTC Operations Center
is equipped with two exercise control rooms, briefing theater,
and digital/audio/video monitoring, recording, and editing fa-
cilities. Systems analysts stationed at the Operations Center
integrate input from the control room displays with input from
the observer/controllers stationed throughout the battlefield.
Two mobile after-action review vans are used to provide immedi-
ate training feedback to the unit after each exercise.

Future growth projections for NTC include system expansion
to accommodate 1,000 players, air-to-ground engagement
simulation/air defense training, and expanded live fire train-
ing with 1,000 automated tank targets.

T. Summary

This review of current Army military team training ap-
proaches is illustrative of the emergence of high technology
into the military training arena. Comparable Navy, Marine, and
Air Force approaches to team training are presented in Appendix
A. There are virtually no team training systems that have
been described that do not incorporate simulation techniques,
and/or computerized generation or retrieval of training data.
The use of simulators has, in fact, become the reality of the
training function due to excessive costs and logistical and
practical problems of real-life demonstrations of combat per-
formance. Current computerized team training approaches have
definite advantages, particularly as they provide important au-
tomated performance measurement capabilities that vastly re-
duce the pressures for evaluators to attend to all aspects of
trainee performance. At the same time, as shall be seen in the
next chapter, there are associated problems with computerized
training techniques, one being that valuable and integral team
performances involving group interactions and reactions to
noncomputerized, emerging stimuli may be lost if not attended
to by trained observers.
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Chapter IV. Current Army Evaluation Systems and Other Emerging
Measurement Systems

The concepts of measurement and measuring unit performance
have been described previously. It is the purpose of this
chapter to elaborate on the topic of performance evaluation as
it relates to the systems of team training which were described
in the previous chapter.

According to Spencer, Klemp, and Cullen (1977), informa-
tion on Army evaluation is readily available and plentiful.
However, the evaluations are most often vague and general, with
actual measures, correlations, and other statistics seldom
being stated. Spencer et al. (1977) list the following types
of Army performance effectiveness criteria: Inspection Scores;
Mission Accomplishment Results; Efficiency Measures; and
Personnel Development Indices. In this chapter we will
primarily focus on observational evaluations, exemplified by
ARTEP scores for light infantry battalions (ARTEP, 1985). An
overview of other types of Army performance effectiveness
criteria listed by Spencer (1977) is presented in Appendix B.
In addition, the emerging technologies associated with SIMNET
and COLTSIM are reviewed to point out the need to include ad-
equate performance measurement as part of these systems.
Finally, several emerging performance measurement techniques
will be reviewed.

A. ARTEP Scores

ARTEP is the most commonly cited performance rating in the
Army consisting of: (1) mission/task oriented training and
evaluation, (2) concurrent, multi-echelon training and evalua-
tion, (3) training to correct deficiencies, and (4) decentral-
ized training and evaluation. According to Havron et al. (Vol.
II, 1978), for ARTEPs to be most effective, they should be as
decentralized as possible. ARTEPs may be used to evaluate
single battalions during training, or may assume a more inte-
grated multi-unit approach to training.

ARTEP plans emphasize that the command group and staff
should be fully trained beginning the simulation exercise.
However, in soime of the ARTEP plans ( e.g. Light Infantry Bat-
talion and Brigade Operations and Battalion ARTEP, 1985) no at-
tempt is made to establish levels of proficiency.

Commanders are encouraged to use the ARTEP Mission Train-
ing Plan (MTP) to conduct frequent internal evaluations of the
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command group/staff's performance. These evaluations should
provide the commander with the information needed to develop or
modify the training program. Evaluations are guided by the
following principles:

(1) Development of the evaluation plan. The commander
is responsible for the development of an evaluation
plan for internal evaluations. The senior evaluator
has the same responsibility for external evalua-
tions.

(2) Training of evaluators. The evaluator training pro-
gram is developed with supervision from the senior
evaluator. The program stresses specific evaluation
requirements to develop a thorough understanding of
the tasks that are to be evaluated and the
training/evaluation standards which must be met. If
the evaluations are attained from a particular
training device, then the evaluators are thoroughly
trained on the mechanics of that particular device.

(3) Preparation of test documents. Either the commander
or the senior evaluator is responsible for preparing
the overall operation scenario based on specific
terrain where enemy threats would exist. The stan-
dards outlined in the Training and Evaluation
Outlines (T&EOs) guide the development of the sce-
nario. The commander or the senior evaluator is
also responsible for the preparation of all warning
and operations orders required in the T&EOs, and
also a control plan which includes evaluator assign-
ments and responsibilities, evaluator communication,
evaluator reporting, required reports, and instruc-
tions concerning evaluator training.

The T&EOs contain the tasks which are used in battle
simulation for evaluation. An important part of each simula-
tion is the evaluation guide which can be used to judge the
ability of the command group and staff in accomplishing spe-
cific tasks.

According to ARTEP FC7-13 for Light Infantry Battalions
(1985), the development of the evaluation strives for a valid
evaluation of a unit at an acceptable cost in resources. The
plan must fit the situation and the needs of each unit. How-
ever, the guidelines state that there is no "best" evaluation
plan, only general approaches which should be considered.

In order to meet the objectives of the evaluation, the
evaluators:
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* Brief the unit to be evaluated on the evaluating con-
cept.

* Conduct and control the evaluation according to the
conditions in the ARTEP.

* Fit the sequence of events to the terrain and to the
training environment.

" Identify the critical points during the evaluation
where command group task accomplishment can be
objectively assessed, i.e., where to measure
"product" rather than "process".

* Rate task performance objectively to ensure consistent
application of performance standards.

* Rate actual command group performance according to the
standards listed in the T&EO and current field
circulars.

Evaluator training is important and, in order to qualify
evaluators to conduct ARTEP evaluations, evaluators need to:

* Review the ARTEP to clarify its contents and establish
evaluator objectives.

* Develop scenarios and an evaluation plan.

* Conduct an oral review of the scenarios and evaluation
plan to develop courses of action and interpreta-
tions of the evaluation standards.

* Conduct a map exercise of the actual test.

ARTEP Mission Training Plans (MTP's) are training publica-
tions that serve as guides to the development of a training
program. However, such a program will only be effective if it
can overcome training deficiencies. These deficiencies are
discovered in a number of ways; usually by observation and
other more structured evaluation methods. The ARTEP Mission
Training Plan provides guidance for such evaluations.

The senior evaluator is responsible for development of the
evaluation plan and scenario. The evaluator chooses the ap-
propriate tasks and organizes them into a logical sequence
within the tactical scenario which is consistent with the
contingency mission. In the evaluation of the participants,
there is no mathematical formula which is used to arrive at a
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pass-fail grade. If an overall rating is given, then it con-
sists of a satisfactory/unsatisfactory rating made by the se-
nior evaluator based on observations of all the separate per-
formances and analyzing the results of those observations with
professional judgement. Ratings are consistent with training
management terminology (i.e., unit performance satisfactory,
unit performance unsatisfactory, unit is trained and ready,
unit needs practice, unit status is unknown and unit needs sub-
stantial training) rather than numerical ratings. Evaluation
using the ARTEP plan does not produce a readiness rating.
Performance in any evaluation is considered only one factor
used by the commander to assign an overall readiness rating.
If any deficiencies are identified during evaluation, then the
battalion commander should design a training program to
overcome them.,

Because so much responsibility is placed on evaluators,it
is important to select only experienced and qualified evalua-
tors because they must apply sound professional judgement when
analyzing the performance of the command group/staff. The se-
nior evaluator, ideally, would have past suc ' ss in commanding
a similar unit. The senior evaluator is responsible for the
selection and training of assistant evaluators and ensuring
that the battle controllers are properly trained. Finally, the
senior evaluator must be very familiar with the evaluation
standards.

The battalion ARTEP is a performance-oriented test admin-
istered to the battalion by its higher headquarters (Brigades
or Division). During the 72-hour evaluation period the tacti-
cal proficiency of the battalion's headquarters as well as the
headquarters and headquarters company is assessed. The purpose
of the evaluation is to provide the commanders a means to de-
termine the level of command and control proficiency of bat-
talion headquarters and separate elements of the HQs and HQs
Company and subordinate companies. The senior tester and his
assistants observe and record the performance of leadership and
teamwork of the commander and staff, using selected T&EOs. The
analysis of the test data provides feedback on strengths and
weaknesses of the battalion headquarters and separate elements
and form a basis for future training and resource allocation.
The ARTEP plans provide general guidelines and procedures for
planning and scheduling the battalion test. However, the
general guidelines must be adapted to local conditions and com-
mand prerogatives.

ARTEP guidelines state that at least ten of the twenty
battalion missions should be used in the test in order to pro-
vide an adequate test bed to evaluate the battalion's ability
to perform. Consideration in selecting the missions should be
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given to the degree of difficulty from both the execution and
evaluation standpoint.

The evaluators guide the evaluation through the opposing
force (OPFOR) actions that are contained in the ARTEP test sce-
nario. The strength ratios for tasks contained in the test,
scenario for OPFOR vs. player unit is controlled by the senior
evaluator. Evaluators observe player and OPFOR activities and
determine whether the tasks are performed to standards con-
tained in the T&EO's. OPFOR may come from the unit or from
external sources.

The evaluators are given a packet that provides informa-
tion about the selected missions. The packet contains: Train-
ing and Evaluation Outlines (T&EOs), T&EO and mission accom-
plishment summary, overall test summary, unit data summary,
environmental data report, casualty report, and Operations
Orders (OPORD).

An administrative site is required on the field test site
in order to stockpile training ammunition and other needed
equipment. This site is also good for debriefing evaluators
and unit members, and as a central location for test data to be
collected. Usually the brigade command post can be used to
perform this function.

The senior evaluator controls the exercise through the
command post and through the use of a radio net. The command
post (Test Control Headquarters) should be organized as a
stationary or mobile company command post (CP) to exercise con-
trol and portray realistic time-distance factors between the
brigade CP and the battalion.

The senior evaluator terminates a module when the battal-
ion has completed all the missions/tasks in the module or have
suffered enough casualties so that the missions/tasks cannot be
completed (this is determined by MILES information). A record
is made of the reasons for the termination. After the
termination of one exercise and before the next mission is
undertaken the following actions must be performed by all
evraluators:

* All MILES equipment must be promptly inspected, kill
codes recorded, and then reset. Any damaged or
inoperative MILES equipment must be replaced.

* The evaluators must promptly resolve all casualty data
to determine the time, place, number, and cause
of casualties. This information, along with the
GO/NO GO/NOT EVALUATED information from the
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T&EOs, must be reported to the recorder in the
test control headquarters.

The evaluators must debrief the commander and platoon
leaders to clear up any questions. The senior
evaluator will then direct the battalion to con-
tinue its mission once brigade fragmentary orders
(FRAGO) or operational orders (OPORD) for the
next module has been issued.

The evaluator's duties and responsibilities during conduct
of the test are to:

* Check GO/NO GO blocks of T&EOs to record whether or
not standards were met.

Collect data required in the reports supplied in the

tester packets.

* Ensure that all MILES equipment is functional.

* Report major kills (groups of personnel).

* Report major weapons firing.

* Enforce rules of engagement.

* Observe critical tactical events.

* Record routes of travel and unit locations.

* Enforce safety.

The evaluating team controls the Battalion Test in two
ways: first, through the control measures established in of the
OPORD or FRAGO; and second, through the brigade commander
(simulated by the senior evaluator) on the brigade command net.
The main purpose of the evaluating team is to observe. The
team members do not aid the battalion commander in any way.
Evaluators must remain neutral throughout the test.

After the test has been terminated, the battalion is moved
into an assembly area and the following actions should be
performed before moving back into garrison:

The senior evaluator must debrief subordinate evalua-
tors and compile all data (evaluator packets).

The senior evaluator must complete the test summary
report to reflect overall unit performance, using
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the evaluator scoring system.

All complete evaluator packets must be turned into
headquarters for recording and analysis.

The senior evaluator must conduct an After-Action Re-
view of his element's performance.

After the battalion has completed the test, the senior
evaluator collects all evaluator packets used by the evaluation
team. The senior evaluator completes the overall test report
by using his own observations as well as those of the evalua-
tion teams. The report consists a measure of overall battalion
proficiency which includes the following:

(1) Training and Evaluation Outline (T&EO). The use of
the T&EO as an evaluation tool is crucial in assess-
ing unit performance. The standards of the T&EO pro-
vide information in determining the strengths and
weaknesses as related to specific categories.

(2) Mission Accomplishment Summary. The mission accom-
plishment summary (A-B-C-D scale) is used as an ad-
ditional indicator of unit proficiency and assesses
accomplishment of each mission. These standards are
based on an assessment of MILES casualties and
equipment (e.g., for platoon criteria, 20 killed in
action (KIA) or wounded in action (WIA) constitute
"light casualties").

(3) Unit Data Report. This report presents demographic
information which reflect on a unit's performance
(e.g., new leaders, low strength, etc.).

(4) Environmental Data Report. This report presents
weather information so that a comparison of missions
conducted under different environmental conditions
can be made.

(5) Casualty Report. This report presents information
which reflects on a unit's degree of success during
engagements with OPFOR.

(6) OPORD. The OPORD is used by the senior evaluator to
begin the test scenario.

The T&EOs and the Mission Accomplishment Summary (MAS) are
the two sources which support the scoring system. The T&EOs
demonstrate the battalion's ability to perform the tasks to the
established standards. For example, an overall GO for the
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T&EO for each task may be 10 points and NO GO be 0 points
(taken from performance summary of T&EOs and based on the
evaluator's judgement). The mission accomplishment summaries
show the battalion's ability to sustain performance. For
example, A = light casualties, B = moderate casualties, C =
heavy casualties, D = mission not accomplished. In other words,
the unit may be able to perform the tasks to standards, but may
sustain too many casualties. This is what the MAS is designed
to measure. The specific procedures that the senior evaluator
uses in compiling the final score are as follows:

(1) The senior evaluator compiles all T&EOs and mission
accomplishment summaries related to each mission and
calculates the unit's score using a point system.

(2) The senior evaluator adds up the points for T&EOs
and determines the .AS score. This score represents
the alpha numeric battalion score for the particular
mission. The battalion will receive a separate
score for each mission executed during the test.

Although there are many rich and varied opportunities for
analysis of ARTEP data to assess potential predictors of good
or poor performance, unfortunately there are very few reports,
other than those described in the next section, indicating that
ARTEP scores are used for research purposes.

B. Combined Arms Tactical Training Simulator (CATTS)

In one of the few tests of newly emerging systems using
ARTEP scores, Thomas, Barber, and Kaplan (1984) obtained rat-
ings of battalion command group (BCG) performance and of the
exercise difficulty and realism during Combined Arms Tactical
Training Simulator (CATTS) exercises both from self estimates
by the command group and from assessments by the
player-controllers and controllers. Raters were asked to as-
sess each of the subtasks relative to a standard and assign a
number to each subtask that reflected how many times greater or
lesser it was than the standard. The standard, defined as the
minimum acceptable performance in a tactical environment, was
assigned the value of 100.

Performance estimates were obtained after each of the 20
CATTS training exercises. In addition, after each exercise, a
rating estimation was obtained concerning the difficulty and
realism of that exercise. A relatively high inter-item cor-
relation was attained which suggests that the raters had dif-
ficulty discriminating among the ARTEP items intended to assess
battalion command group performance and exercise difficulty.
However, it appears that the players and player-controllers
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were better able to make these discriminations than the self
estimates by the command group.

In addition to analyzing the relationship between items,
the amount of agreement among raters in the performance of com-
mand groups was also examined. First, inter-rater agreement
was calculated by a comparison of ratings on the 27 ARTEP per-
formance items for each exercise day both among and between
rater groups. The correlations were highly variable (ranging
from r = -.97 to r = +.94) and on the average, low (median r =
.10). There were no consistent patterns among any of the rat-
ers. These findings are consistent with the earlier results
and suggest that the raters could not make the fine item dis-
criminations required by the ARTEP instruments.

While there was some general agreement within a subset of
controllers, there was not a consistent agreement among all
controllers as to battalion command group performance. The au-
thors suggested that the general lack of inter-rater agreement
among controllers (and by extrapolation players, and
player-controllers) might be due to differing interpretations
of the ARTEP standards. The authors concluded, "These findings
coupled with the lack of item discriminability highlight the
need for modification in the performance rating instruments"
(Thomas, Barber & Kaplan, 1984, p. 17).

Modified versions of two objective indices obtained from
combat development studies, Relative Exchange Ratio (RER) and
Surviving Maneuver Force Ratio Differential (SMFRD), were used
as measures of battlefield performance. These two measures of
performance were selected because they were found to be sig-
nificantly correlated with controller ratings of overall com-
mand group performance during previous CATTS exercises (Thomas,
1984).

All of the realism ratings made by the observers (control-
lers, players, and player-controllers) were higher than the
standard for minimum realism perceived by raters to be effec-
tive in a training exercise. This indicates the fidelity of
the CATTS system in all the areas surveyed, as assessed by
these ratings, was at least adequate and sometimes very good.

However, the controller ratings of performance were highly
correlated with ratings of realism (typically in the mid
.80's), which suggests a possible bias in controller ratings.
Player-controller correlations between the ratings of realism
were also significant, but typically not as great (usually
about r= .60). The correlations for player ratings were even

lower, typically in the mid .40's. These results suggested to
the author that performance ratings were differentially
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reliable across raters.

In addition, manipulation of the system characteristics had
a strong impact on simulation outcomes of the CATTS system.
These variables need to be set so that different combinations
of combat ratio, mission weather, communications, and terrain
can result in exercises with approximately the same level of
battle difficulty. Only then can performance change as a re-
sult of CATTS exercises be attributed to factors other than
exercise difficulty. Perception of battalion command group
(BCG) performance and exercise difficulty were not affected by
the system and scenario manipulations. The experimental design
did not allow for direct comparison of these measures, as rat-
ers and experimental conditions were confounded. The control-
lers did observe all of the exercises, but their ratings indi-
cated an inability to discriminate among and between items
intended to measure BCG performance and exercise difficulty.

The researchers conclude: "It appears that further re-
search is required to develop subjective ratings of BCG perfor-
mance that are both reliable and valid. St~ps should be taken
to develop new, more objective measures of C performance, such
as a series of naturally occurring battlefield events (probes),
that could be used to determine how well BCGs exchange this
critical information in a timely fashion during CATTS exer-
cises. The use of performance appraisals by non-involved, out-
side tactical operations center observers such s tactical op-
erations center (TOC) monitors to assess C behavior may
produce more reliable and valid measures" (Thomas, Barber &
Kaplan, p. 31).

Another recent study, although not designed to spe-
cifically study the reliability or validity of ARTEP scores,
was conducted to determine if the ARTBASS test bed, CATTS, pro-
vides effective training in the collective and individual
critical tasks of battalion command groups as specified in
ARTEP "71-2 (Miller & Noble, 1983). The study sample consisted
of twelve (12) regular army battalion command groups and con-
centrated on the five principal staff officers of each group:
the battalion commander (Bn Cdr), the personnel and administra-
tive officer (Sl), the intelligence officer (S2), the op-
erations officer (S3), and the logistics officer (S4).

Data were collected prior to training, during training,
immediately following training, and 30 to 45 days after train-
ing. The data included group performance ratings, player per-
ceptions of training effectiveness and realism, self-estimates
of perfcrmance, a written proficiency test, measures of
intragroup relationships, and background information on the
study participants.
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Analysis of the group performance data was restricted to
ratings from four systems, by controllers who were highly
trained, qualified professionals. A measure of concordance in-
dicated the controllers had applied essentially the same stan-
dards in ranking the performance of training groups (W = .55).
Based on system controller ratings, training groups showed sig-
nificant performance improvement across training exercise in
most areas. Self-estimates of performance significantly im-
proved for all staff members, except the S4 who, according to
player comments, was not sufficiently exercised by the simula-
tion. All collective tasks and a majority of the
position-specific individual tasks were rated as well-trained.
However, player ratings indicated that certain individual ARTEP
tasks were not well tested by the simulation. Most of these
tasks were related to security measures, and the authors
speculated that these low ratings would probably not occur with
the ARTBASS because training would be conducted in field loca-
tions using the units equipment and Standard Operating Proce-
dures (SOPs), as opposed to the fixed garrison location of the
CATTS. The CATTS exercises also promoted team building behav-
ior. Worth noting is that these training benefits (e.g., "team
building") may indicate a need for such simulation training in
order to promote this team-building behavior.

Miller and Noble (1983) point to several constraints im-
posed on the study which must be weighed in accepting the con-
clusions. There were no comparative control group measures and
no measures of training transfer. In addition, the findings
are based on the subjective estimates of the study participants
and the system controllers. Given the fact that performance im-
provement was desired and expected, the possibility of some in-
stitutional bias towards improved ratings cannot be ignored.

Within these limitations, the authors concluded that
ARTBASS, as represented by the CATTS test bed, could be a valu-
able addition to the Army's inventory of battle simulations.
Although several training issues remain unaddressed, spe-
cifically those of cost, training transfer, and comparisons
with control groups or alternative training systems, they also
recommended that an ARTBASS post-fielding training effective-
ness analysis be conducted following initial operational capa-
bility.

C. After-Action Reviews (AAR)

After-action review (AAR) is an important part of the ef-
fectiveness of many arms training techniques, including ARTEP.

However, at the NTC, which utilizes the most advanced form
of AAR available, including multi-media take-home packages con-
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taining complete summaries, audio/video graphics presentation,
and written documentation of what was done well and what to im-
prove on, ARTEP standards are not applied. AARs at NTC concen-
trate on doctrinal review to reinforce the training aspect, as
opposed to evaluation aspects.

The controller's responsibility is leading the review, fa-
cilitating the exchange of information, and promoting discus-
sion by posing appropriate questions. Without his overall
knowledge of the exercise, the review has a tendency to be
brief, and much information which should be exchanged by the
players can be overlooked. In order for the training to be ef-
fective, the review must be considered just as important as the
actual conduct of the exercise.

The reliability and validity of after-action reviews has
not been given much attention. The "effectiveness" is
determined by the controller. The exercise controller is cau-
tioned not to use mission accomplishment as the only criterion
for evaluating tactical decisions. The results in a given
situation, therefore, can be attributed to either good execu-
tion by one force, poor execution by the other, or a combina-
tion of the two. There is no indication of a reliable method
for determining good, average, or bad execution.

D. Simulation Networking (SIMNET)

The preceding evaluation systems represent relatively
traditional observational procedures. Newer evaluations sys-
tems rely heavily on automated equipment. For example, SIMNET
will use the most modern compact computers in the evaluation of
the system. These microcomputers will model and monitor the
performance envelopes, maintenance conditions, combat damage,
and consumable status of each vehicle, as well as compute
fly-out of projectiles. Computers will also be responsible for
the location of all vehicles in the simulation as well as fir-
ing events and weapons effects. The computer's basic underly-
ing role is to translate human interactions into visual and au-
ditory presentations of sufficient fidelity to cue the
appropriate behaviors on the part of the combatants (Herzog,
1986).

The basic SIMNET system is designed to be flexible due to
the computerized network data base. In addition, the SIMNET
system can be set up from a tank-on-tank experience to a
platoon-on-platoon, which would involve all members of the net-
work.

The SIMNET system does, however, contain some shortcom-
ings. Three of the shortcomings that are important to this re-
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port are: after-action review, feedback, and human performance
evaluation. After-action review is necessary so that the
training manager can observe a record of the participants ac-
tivities and ensure that proper action was taken. The key to
the SIMNET system is to increase practice on those critical in-
dividual, crew and collective skills and leader tasks that will
lead to success on the battlefield (Herzog, 1986). However,
the SIMNET system leaves out two of the most important aspects
of accomplishing better battlefield performance: appropriate
feedback to the participants and appropriate human performance
evaluation.

These deficiencies are receiving preliminary attention in
the Land Battle Test Bed (LBTB) facility. The developmental
SIMNET system is the major component of LBTB which is designed
to feature rapidly reconfigurable simulation modules: semiau-
tomatic threats, after-action review, automated setup and re-
view capabilities, and automated data reduction. In the SIMNET
system, the opposing players are each others threat. However,
in order to increase the reality of the simulation, an auto-
mated opposing force (OPFOR), perhaps controlled by one or two
trained players, is absolutely essential. The after action re-
view makes reference to the ability to review the processes in-
volved in the conduct of the battle. "Our experience with
other wargames, and in a field experiment or FTX, indicates
that the output data in the form of traditional force effec-
tiveness measures is not sufficient to explain the processes
which produced them (emphasis added). A means of replaying the
battle from a host of different viewpoints is essential"
(Shiflett, p.50).

The two features of an automated setup/review capability
and automated user friendly data reduction are for analysis
purposes. In a highly complex system, such as LBTB, however,
the developers must beware of the potential problem of gather-
ing too much data to make the system usable. Enough data must
be provided to make the system a worthwhile training simulator,
but too much data can make analysis unmanageable. In addition,
although the system provides automated review and data reduc-
tion, it still relies on the judgement and expertise of the
trainer to provide appropriate feedback and evaluation to
trainees.

E. Company/Team Level Tactical Simulator (COLTSIM)

The Company/Team Level Tactical Simulator (COLTSIM) is
still in the development stages. However, in order to train
and evaluate command and control skills, COLTSIM requires cer-
tain characteristics. The system should be capable of accept-
ing and responding to operator inputs, of processing large vol-
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umes of data in realtime, and have intercom and external radio
transmission. The commander and controller should be able to
receive visual and audio outputs for monitoring. One of the
most crucial characteristics that the system should provide is
a hardcopy record of actions as a means of evaluating and cri-
tiquing performance through after action reviews. This will
enable the commander to learn how to evaluate the combat per-
formance of his unit while performing his own duties in the
heat of battle (Hollenbeck, 1986). At this point, however,
these evaluation techniques are largely incomplete.

F. JESS, JANUS/JANUS (T), ARTBASS, ASSAULT, and COMBAT-SIM

The purpose of the Battle Simulation Software Survey
(1986) undertaken by PM TRADE, was to document the results of a
market survey of battle simulation software that might be used
to satisfy the requirements for Division Battle Simulation
(DBS), Brigade/Battalion Battle Simulation (BBS) and Combat
Service Support Training Simulation System (CSSTSS). It iden-
tifies catalog information on candidate battle simulations,
compares them to the requirements and provides a preliminary
comparative analysis. According to their BBS comparison chart,
all the evaluated systems (JESS, JANUS, ARTBASS, ASSAULT, and
COMBAT-SIM) fulfilled the requirements for checkpoint, restart
and replay capabilities, provide video capability at each work
station, and provide an in-depth after-action review, with
threat and friendly forces modeled separately, except for the
ASSAULT system which only partially meets requirements for
checkpoint, restart and replay capability and does not provide
video capability at each work station.

G. The National Training Center (NTC)

As described previously, the NTC uses objective, realtime,
training feedback data in the form of graphics displays, audio,
and video presentations produced by the Range Data Management
Subsystem (RDMS) and Range Monitoring and Control Subsystem
(RMCS).

NTC personnel provide immediate after-action reviews in
the field after each exercise, usually taking up to 2 hours.
The feedback is an integration of observations, battlefield
monitoring from observer/controllers (O/Cs) and mobile video
units who send communications from the field to the NTC Op-
erations Center, and output at the Center where analysts see
the battles through computer and video workstations linked with
O/Cs in the field. Analysts also have access to all communica-
tions nets and choose which to record. All input is recorded
and time-tagged for future review in AAR vans for post exercise
critique. The AAR is also recorded.
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There are several weaknesses which have been identified in
the current system; automatic data collection/recording is
limited to RDMS data, observer/controller (O/C) input to the
NTC data base is negligible, and exercise control is limited to
FM voice radio. What is needed for a new system is to estab-
lish a two-way digital data link between the OPS and the field
O/C. The device should be compact for vehicle mounting and
limited man-portability, provide direct input from the field
O/C into the NTC database, and provide OPS center graphics to
the field O/C. This should help the O/C provide formatted or
structured feedback to troops at the lowest level (Industry Day
at the NTC, 1987).

H. Summary of Current Army Evaluation Systems

The Army uses a large variety of evaluation techniques,
the primary one for unit performance measurement being ARTEP.
There are still problems with the ARTEP system, however. The
system requires extensive ARTEP experience for evaluators to
interpret performance and evaluate it accurately. There is
little reliability to the system because evaluators fail to
discriminate among ARTEP items, and standards of performance
are vague. The NTC provides good after-action review, but does
not provide feedback in relation to ARTEP standards and does
not provide reliability or validity evidence for training ef-
fectiveness. Newly emerging systems, such as SIMNET and
COLTSIM, offer automated data reduction and review capa-
bilities, but do not incorporate sufficient evaluation against
standards which provide trainees with meaningful feedback.
Here again, the quality of evaluation feedback relies on the
expertise of the trainer.

Many of the evaluation and measuring techniques described
above are not mutually exclusive to the Army. Nor are measure-
ment problems. Because many measurement systems in other
services overlap those of the Army, a brief overview of evalua-
tion systems used in the other services is provided in Appendix
C.

I. Other Emerging Measurement Systems

1. Joint-Service Performance Measurement/Enlistment Stan-
dards Project (Project A)

The military is currently investigating ways to improve
performance measurement at the individual level. In July
1980, a Joint-Service effort was launched to investigate the
feasibility of measuring on-the-job performance and using these
measures to establish military enlistment standards. In 1983, a
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Joint-Service research program was established: 1) to develop
prototype methodologies for the measurement of job performance,
and 2) if feasible, to link job performance measures with an-
listment standards. The Joint-Service Job Performance Measure-
ment Group is the primary source of review and coordination of
Service job performance measurement research programs (Harris,
1986).

The overall strategy is for each Service to demonstrate
its ability to efficiently collect valid, accurate, and reli-
able hands-on job performance measures. These measures will
then be used as benchmarks to evaluate surrogate (less expen-
sive, easier to administer tests and/or existing performance
information) indices of performance as substitutes for the more
expensive, labor intensive, hands-on performance measures.
(The use of surrogate measures will be discussed in Chapter VI
Research Implications.) Each Service is developing key compo-
nents of the overall Joint-Service program within a common
methodological framework.

The Army is lead Service for:

* Hands-on performance tests for one cross-Service
Military Occupational Specialty (MOS) (Military
Police) as well as hands-on tests for
Army-specific MOSs.

* MOS-specific job knowledge tests.

* Army-wide performance ratings.

MOS specific job performance measures include hands-on
performance measures, measures of training success, and job
knowledge tests. Army-wide performance measures using behav-
iorally anchored job performance rating scales are also being
developed.

The Air Force is the lead Service for:

* Hands-on performance tests for the Jet Engine Mechanic
and Air Traffic Controller, Air Force Specialties
(AFS) as well as for Air Force-specific AFSs.

* Walk-through testing development and demonstration.

* Job experience rating development and demonstration.

* Cross-Service use of performance measurement strat-
egies.
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The objective walk-through testing is designed to expand
the range of job tasks assessed to include tasks which do not
lend themselves to hands-on testing because of cost, time,
and/or safety considerations. Walk-through testing is a
task-level job performance measurement system which combines
task performance, walk-through and interview procedures to
provide a high fidelity measure of individual technical compe-
tence. The walk-through testing methodology is being evaluated
both as a supplement to hands-on data collection and as a more
cost-effective substitute (i.e., surrogate).

A wide range of rating forms are being developed as alter-
native job performance measures in addition to the interview
testing methodology. These include peer, supervisor, and self
performance ratings at four different levels of measurement
specificity -- tasks, dimension, global, and Air Force-wide --
as well as ratings of job experience.

The Navy is the lead Service for:

* Hands-on performance tests for one cross-Service rat-
ing (Electronic's Technician) and for
Navy-specific ratings.

* Simulation performance test development and demonstra-
tion.

* Symbolic simulation substitute test development and
demonstration.

* Comparison of various Service-developed measurement
strategies within a single career field.

Hands-on performance tests will use actual equipment or
parts of equipment in assessing technical proficiency and may
involve whole or part task sequences. One type of substitute
for the hands-on test will use either "low" fidelity
computer-based technologies, such as videodisc systems, or
paper-and-pencil simulation techniques that rely on pictures
and illustrations of actual equipment. The second type of sub-
stitute will use behaviorally anchored rating scales that
specify work behaviors representing different levels of profi-
ciency.

The Marine Corps is the lead Service for:

* Hands-on performance tests for one cross-Service MOS
(Automotive Mechanic) plus Marine Corps-specific
MOSs.
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Identifying the total range of information all Ser-
vices must include in their data acquisition ef-
forts.

The Marine Corps will develop two types of tests to mea-
sure job performance: hands-on performance tests and surrogate
written tests. They will also attempt to adapt ratings of per-
formance that have been developed and evaluated by other Ser-
vices.

According to LT Col D. A. Harris, the DOD Project Manager
(1986), demonstration of prototype performance measures and
initial attempts to link those measures with enlistment
standards are expected in 1987. These developing performance
measurement systems, although targeted toward individual as-
sessment, will certainly influence developing collective
performance measurement systems. For example, will Project A
be successful in developing reliable hands-on measures and of
potential surrogate measures? If so, will these measurement
methods relate to collective training?

2. Measurement of Team Behavior in a Navy Training Envi-
ronment (TEAM)

Recently, research has been reported from a project to
measure team evolution and maturation (TEAM) as team members
gain experience and knowledge about tasks, each other, and ex-
ternal environmental demands within the context of an op-
erational training scenario (Morgan, Glickman, Woodard,
Blaiwes, & Salas, 1986). In addition to using several obser-
vational and interview techniques, three data collection in-
struments were developed specifically for the research includ-
ing the collection of critical team behavior reports from
instructors, self reports of changing perceptions from team
members, and a demographics form. The critical incidents form
will be described here in detail because it has been used in-
tensively and successfully to determine training needs, cur-
riculum design, and performance requirements in the Navy (e.g.
Glickman & Vallance, 1958) and elsewhere.

In this study, a critical incident approach (Flanagan,
1954) was used to develop a critical Team Behaviors Form to be
used by instructors as a means of identifying specific effec-
tive and ineffective behavior of team members. The first step
in developing critical incidents was to conduct semi-structured
interviews with instructors to extract critical behaviors that
seemed to fit the dimensions of the TEAM model. The critical
incidents were then content analyzed and categorized into seven
dimensions: communication, adaptability, cooperation, accep-
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tance of suggestions or criticism, giving suggestions or
criticism, team spirit and morale, and coordination. Critical
team behaviors were then dichotomized as effective or
ineffective so that each page of the Critical Team Behaviors
Form conuained either the effective or ineffective behaviors of
a given dimension. Instructors were asked to place an X in
the box under the position of each member involved in an ob-
served critical behavior. Responses to the forms were examined
to compare characteristics of teams that were regarded as being
effective with those that were judged to be less effective and
to identify those behavioral dimensions that were most sensi-
tive to the differences between good teams and poor teams over
time. Results showed that it was indeed possible to dis-
criminate a "good" team from a "bad" team using the TEAM meth-
odologies. For example, the frequencies of effective and inef-
fective behaviors obtained from the critical Team Behaviors
Form provided meaningful comparisons of teams, sessions, and
dimensions of behaviors. Use of the critical incidents method-
ology, therefore, offers good promise for the evaluation of
performance in collective military units.

3. The Headquarters Effectiveness Assessment Tool (HEAT)

Another emerging system has been developed for measuring
the effectiveness of joint/combined training in contrast to
measuring the development of team behavior as exemplified by
TEAM methodologies. The Headquarters Effectiveness Assessment
Tool (HEAT) was developed with the recognition that effective
and efficient unit training requires explicit, quantitative
measurement, and (b) measurement techniques (e.g., ARTEP) exist
for battalion and below, but tend to be binary rather than con-
tinuous, quantitative performance-based measurement.

HEAT was developed in 1982 by Defense Systems, Inc. be-
cause of the need that existed for achieving reliable and valid
measures of performance of command and control (C2) systems.
Originally it was part of a project that also developed guide-
lines for the design of such systems at the headquarters level,
and HEAT was intended as a tool that would help qualify the
performance of a headquarters. However, the HEAT system was
discovered as being suitable for application to headquarters
and command nodes at other levels.

HEAT has been applied in a number of different settings
including field exercises involving joint forces (including
Army Division size elements), naval battle group and fleet
exercises, by the Military Airlift Command in a variety of
laboratory experiments in C Even though the technique must
be-modified for applications with different settings, it is the
underlying methodology that consistently provides quantitative,
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and reproducible assessments of the quality of the C2 processesobserved.

Since HEAT measures the performance of separate components
and processes as well as overall headquarters performance, it
can be used to measure the impact of new equipment and the
possibility of creating new procedures, training methods, or
doctrinal insights.

The Headquarters Effectiveness Assessment Tool (HEAT) com-
bines measures of effectiveness impact on military situations
along with diagnostic measures of the quality of the processes
that were used within the headquarters to attain the results.
The HEAT system measures also include measures of the time re-
quired for key processes and the linkages of those measures to
the relevant components of the environment. It can also be
applied to any set or subset of headquarters functions, with
measures of individual tasks being weighted according to their
relative importance.

HEAT is designed to assess the quality of the processes
used by the headquarters (monitoring, understanding, planning,
and directing) by monitoring a headquarters' interactions with
the environment it seeks to control and its ability to convey
and integrate the appropriate information quickly and cor-
rectly. The headquarters is responsible for the development
of "plans" for the subordinate, which are defined as a set of
missions, assets, and schedules developed for subordinate
commands. The effectiveness assessment is based on the ability
of the headquarters to develop and implement such plans while
adjusting them for information and assets available.
Effectiveness would be hindered when too much is attempted by
too few forces, too quickly or in the absence of adequate
information. Knowledge of these deficiencies is attained from
the action of the headquarters' own decisions to alter the
plans. Therefore, the actions of the headquarters, not the
observers, provide the information that is necessary for the
effectiveness evaluation.

The cycle of the headquarters consists of six process
steps. HEAT includes measures of the quality of these pro-
cesses as a diagnostic tool, described below. However, a high
quality of processes does not necessarily produce a high
headquarters performance. The HEAT system does allow, when
headquarters performance is particularly weak or strong, an
analysis of the processes that were performed well or the
processes that need to be improved.

The variables that the HEAT system measures in relation to
headquarters effectiveness ratings are the ability to monitor,
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to understand, to choose alternative actions, to predict, to
make sound decisions, to give direction, and to interact with
the environment.

In order to properly apply the HEAT system the user must
define:

* Areas of study, i.e. , the specific headquarters func-
tions and process steps to be studied;

* Events to be covered, i.e., a specific exercise op-
eration or period of time; and

* The specific HEAT measures to be applied.

In addition to defining the above items, the user of HEAT
must also provide specific standards for many of the activities
to be measured and assign weights to the individual measures
reflecting their relative importance in the application.

The HEAT observers must be trained to understand the basic
concept of HEAT so that all of the significant information will
be recorded. The observers must be trained in a manner that
would allow them to recognize the headquarters cycles and
identify the steps that were used in the cycle. Therefore, the
first step in post-exercise data collection would be the estab-
lishment of a HEAT oriented chronology of exercise events, in
which the cycles are identified.

The scoring of the HEAT system produces two types of
scores. First, a raw score is derived which corresponds to the
definition of the measure, and secondly, a normalized score is
derived on a scale of 0 to 1 which is the raw score compared to
the performance standards supplied by the user.

The human observer plays an important role in the applica-
tion of the HEAT system. The data collected through
observation are used in addition to the exercise-generated data
or the actual physical records obtained. The observers usually
gather data relating to the headquarters' understanding of the
current situation, courses of action being considered,
decisions (selection of a course of action), and predictions of
a decision's outcome or the implications of alternate courses
of action. This type of information could come out in conver-
sation, telephone clarification of reports, and other types of
informal communicative processes. The data that are gathered
chrough human observation are actually the essence of the HEAT
system.

The HEAT methodology is therefore a viable example of a
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collective performance measurement system which can qualify
performance; identify training and procedural strengths and
weaknesses; cumulate insights and lessons learned across exer-
cises, scenario and organizations; and provide meaningful
feedback to developers, operators, and trainers. Future
research will be needed to ascertain the degree of success of
this measurement tool.

J. Computer-Aided ARTEP Production System

Currently the Army, through the Army Research Institute
(ARI) and Army Training Board (ATB), is developing a
computer-aided ARTEP Production System (CAPS) to apply
commercially available software to the ARTEP development and
process, implement the system TRADOC-wide, and ultimately
refine CAPS to take advantage of the wealth of information
available from related automated systems and improvements in
hardware and software (Meliza, 1986). The careful application
of computerized technology to the ARTEP development process
awaits demonstration; however, the concept holds promise for
surmounting some of the problems present in current ARTEPs,
such as lack of standardization in implementation and
evaluation. It also may eventually capitalize on emerging
methodologies, such as TEAM, HEAT, and clipboard technologies
to advance measurement aspects of ARTEP.

K. Summary

Clearly, the development of computer capabilities has
changed the content of unit performance measurement in the Army
to a considerable extent. While still relying on subjective,
decentralized processes of training and evaluation of combat
effectiveness in the field through ARTEP systems, the Army's
and other military services' trend toward more automated mea-
surement of command behaviors through simulation poses a chal-
lenge to performance measurement. The complimentary nature of
the two systems (automated and judgmental) opens a number of
questions concerning the overlap of data acquisitions and
analysis of similar information. For example, will a commander
stationed in the field using ARTEP procedures utilize the same
perceptions of field activities and arrive at the same deci-
sions as a commander reacting to scenario-driven battlefield
information presented off-site by computer? In addition, if
these systems are to be diagnostic of deficiencies in training
performance, will the feedback to participants and trainees be
comparable, will one override the other, or will one system
supplement the other in terms of detailed knowledge of results?
These and other questions will need to be addressed as systems
are further developed.
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There is presently too much overload on the capabilities
of commanders and evaluators in the ARTEP system. The expecta-
tion for them to develop evaluation plans, to train evaluators,
and to prepare test documents clearly leaves too much to chance
and to the expertise of the commander or evaluator and' their
traning on the ARTEP system. This problem can subvert any
r.H'sonrable attempt to establish reliability of measurement
within the system. The findings of Thomas, Barber, and Kaplan
(1984) that observers could not discriminate among ARTEP items,
implying differing interpretations of ARTEP standards, rein-
forces this observation. On the other hand, in a related study
(Thomas, 1984), objective indices produced by the CATTS system
provided good correlations with battlefield performance.

There are obvious advantages to automated performance mea-
surement systems. However, automated set up and review and
other capabilities of computer-driven systems may also tax the
information-processing and decision making capabilities of the
observer/evaluator if output is not summarized and integrated
in meaningful ways.

The HEAT system seems to provide the advantages of obser-
vational data coupled with exercise-generated data. In the fi-
nal analysis, it will probably be a combination of
computer-generated data and data generated from trained human
observers that will provide the most accurate assessment of hu-
man performance in operational contexts. The challenge will be
for researchers to establish the reliability of each form of
assessment and to find that the two forms are not only corre-
lated with each other but are also correlated with combat
readiness, combat effectiveness or some other reliable crite-
rion of training effectiveness.
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Chapter V. Issues in Performance Measurement

There are a number of fundamental and important issues in
performance measurement which have been alluded to in previous
chapters describing the state-of-the-art in unit performance
measurement methodologies but which have not been fully ex-
panded. In this chapter we will focus on several of these is-
sues as they relate to the development of sound performance
measurement.

We stated in Chapter II that there are essentially three
sources of measurement errors: (a) errors resulting from
unreliability in the observation and recall of performance, (b)
errors resulting from instability of the performance itself,
and (c) errors associated with the deficiencies in the measure-
ment instrument. We shall discuss each of these sources of er-
ior in turn and propose a number of guidelines or postulates
tAat were developed during Wov'd War II by Robert J. Wherry, a
psichometrician, to attack the issue of accurate and reliable
medsurement of task performance in improving military effi-
ciency. Wherry devoted his efforts to developing a theory of
rating and a series of postulates relating to the accuracy and
reliability of performance ratings. Unfortunately , his work
for the United States Army was never published in scientific
journals which "was a tragedy since it offered a blueprint for
research in this area". (Landy & Farr, 1983,p. 283). Landy
and Farr (1983) fortunately published an appendix to their book
on performance measurement, wr4tten by Wherry shortly before
his death.

A. Errors Resulting from the Unreliability of Observation and
Recall of P' rformance

Using human observation will usually cause the most influ-
ence on the measurement of the reliability. Lane (1986) states
that humans, for a number of reasons, are probably incapable of
recording events while excluding errors resulting from personal
bias or preconceptions about the correct performance. When
performing summary judgements, each observer has their own pre-
conceived idea of the correctness of performance and this idea
is integrat-d into their final judgement.

These limitations of the human observer are the reasons
for the increased emphasis in the deriving of "objective" mea-
surement systems. However, a total reliance on objective mea-
sures would eliminate performance -easurement on some key areas
such as decision making and other :ognitive skills. As Vreuls
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and Obermayer (1985) note, performance measures depend on overt
actions; internal processes, such as decision making, however,
may be manifest by simple actiofis or no actions at all. Auto-
mated performance measurement cannot make inferences- about
human processes, but human judgement can.

Many critics of current measurement systems equate "objec-
tive" with good performance measurement and "subjective" with
bad performance measurement. Much of the rationale of these
perceptions is based upon the presumption that reliability must
out of necessity be increased by removing "measurement error"
due to observers and replacing them with objective quantities
that can be accurately recorded. However, Lane (1986) states
that many studies show that "subjective" is not necessarily in-
ferior and that "objective" is not necessarily superior. Fur-
thermore, human observers and objective instrumentation are not
necessarily measuring the same performance attributes. Muckler
(1977) asserts that all objective measurement does involve some
subjective judgements. The decisions about which physical mea-
sure will be recorded and how they will be translated into be-
havioral or performance measures are all subjective judgements.
This subjectivity cannot be avoided and presents a problem for
automated measurement systems because it concerns issues of
"relevance" and "validity" of the measure set. Much of the
literature suggests that human performance measures, while con-
taining problems of bias and scale, are generally keyed to the
detection of the appropriate aspects of performance (ie., they
tend to ba reasonably relevant and valid).

In addition, the deficiencies of human observations can be
overcome by the pooling of judgements across observers and
across time. Overcoming human observational weaknesses appears
to be easier to surmcunt than choosing the wrong measures to be
included in the objective measure set. In this case, including
irrelevant measures will never result in a truly reliable per-
formance measure (Lane, 1986).

Like Vreuls and Obermayer (1985), Lane (1986) observes
that many .spects of performance are difficult to objectively
measure, such as planning and "headwork". These behaviors are
not well reflected in simple observations of inputs and out-
puts. Since these measures are important in performance mea-
surement, their omission, ho:ever, would affect both the
reliability and relevance of measures on the task. Danneskiold
and Johnson (1954, cited in Lane, 1986) found that
checklist-based measures were more reliable and produced higher
correlations with other measures when these subjective judge-
ments were combined with scores extracted from reccrded
observations. This notion has been suggested in the previous
chapter.
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In summary, the evidence seems to suggest that the more
complex the skill for which measures are desired, the less
likely it is that any single measure of performance will-be re-
liable. Obtaining reliable measures for complex collective
skills is likely to require the pooling of multiple estimates
of performance, such as from both human observation and machine
recording (cf., Martinko & Gardner, 1985).

The preceding considerations have been largely focussed on
the measurement of individual performance. In discussing the
problems associated with data collection and measurement in
the field with teams of two or three members engaged in "real"
work or training, Morgan et al. (1986) state that the chal-
lenges that must be met in order to obtain a clear picture of
"what is going on " quickly become formidable. For example,
they say, the experience described by Nieva et al., (1978) of
Army units engaged in bridging a river, provides an illustra-
tion. In their research, practical obstacles led the research-
ers to resort to less refined descriptions and measurements
than originally contemplated.

Likewise, in the Morgan et al. (1986) research, although
the target-team members were in close proximity to one another
and to the observers, it was not easy to keep track of what
eight people (plus an instructor) engaged in a fast paced
complex operation, were doing. The researchers therefore con-
sidered several ways to slow the pace or reduce the number of
required observations. They considered videotaped transcrip-
tions, the application of sampling strategies and the use of
instructors and trainees as additional sources of information.
In the end, they chose data sources to reflect all possible
sources of information, including subject matter experts (in-
structors), trainees, and trained observers. Thus, complemen-
tary methods of data recording can come from multiple observers
as well as combinations of human and non-human recorders.

In discUssing the limits of what could be observed and re-
corded by available observers, Morgan et al. (1986) discovered
distinct limitations with the use of video recording. The
time, space, materials, people, and cost required to obtain
satisfactory transcriptions seemed prohibitive for routine data
collection purposes. However, the researchers suggested that
video taping should be explored as a way to meet other objec-
tives. For example., "Video recordings could be made of sev-
eral teams as a resource for concentrated study of segments of
special interest for research and training. Excerpts from the
tapes could provide "live" examples for training instruction at
the school and aboard ship". (Morgan et al., 1986, p. 69).

Many other training specialists (cf., Boldovici & Kramer,

V-3



1975; Goldstein, 1986) also endorse videotaping as having a
great potential in the area of observer preparation. Films of
exercises can be used to train-observers on what to look for.
After this training, observers make observations from- films
and then observations are correlated for inter-rater reliabil-
ity. Videotaping thus nakes the standardization of observers a
less difficult task.

In regard to removing sources of unreliability due to er-
rors in the observation and recall of performance, Wherry (in
Landy & Farr, 1983) provides several relevant theorems:

Theorem. Raters will vary in the accuracy of ratings given in
direct proportion to the relevancy of their previous contacts
with the ratee.

Theorem. Raters will vary in the accuracy of ratings given in
direct proportion to the number of previous relevant contacts
with the ratee.

Theorem. Rating scale items that refer to easily observed be-
havior categories will result in more accurate ratings than
those which refer to hard-to-observe behaviors.

Theorem. The rater will make more accurate ratings when fore-
warned about the types of activities to be rated, since this
will facilitate the more proper focusing of attention on such
pertinent behavior.

Corollary a. Courses for the instruction of raters will
be more efficient if they include instruction in what to
look for.

Theorem. If the perceiver makes a conscious effort to be ob-
jective, after becoming aware of the biasing influence of a
previous set, he or she may be able to reduce the influence of
the bias.

Corollary a. Training courses for the rater should in-
clude instruction about the effect of set on perception
and provide practice in objectivity of observation.

Corollary b. Deliberate direction of attention to the ob-
jective (measurable) results of behavior may serve to re-
strain the biasing effects of set.

Theorem. The keeping of a written record between rating peri-
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ods of specifically observed critical incidents will improve
the objectivity of recall.

Theorem. Any setting that facilitates the increase of' bias,
such as knowledge that the rating will have an immediate effect
upon the recipient, will decrease the accuracy of raters,
whereas any set that stresses the importance to the organiza-
tion or to society as a whole will decrease perceived bias el-
ements and thus increase accuracy.

Theorem. Knowledge that the rating given will have to be jus-
tified will serve unconsciously to affect the ratings given.

Corollary a. Knowledge that the rating may have to be
justified to the ratee may cause the rater to recall a
higher proportion of favorable perceptions and thus lead
to leniency.

Corollary b. Knowledge that the rating may have to be
justified to the rater's superior may cause the rater to
recall a higher proportion of perceptions related to ac-
tions known to be of particular interest to the superior
whether such actions are pertinent or not.

Corollary c. To assure that neither of the distorting af-
fects just mentioned shall take place alone, it is better
to assure their mutual cancellation requiring that both
types of review shall take place.

Theorem. Since forgetting is largely a function of intervening
actions interposed between learning and recall, ratings secured
soon after the observation period will be more accurate than
those obtained after a considerable lapse of time.

Theorem. If observation is sufficiently frequent so as to con-
stitute overlearning, the accuracy of recall will be improved.

Theorem. Observation with intention to remember will fa-

cilitate recall.

B. Errors Resulting From Instability of Performance Itself

The measurement of reliability can become difficult when
the activity performed by the trainee consists of emerging
behavioral skills (Lane, 1986). Skills that have not been
learned adequately will usually be very unstable. Behaviors
that are not stable cannot be measured reliably at a single
point in time. Thorndike (1949) refers to these individual
inconsistencies as intrinsic unreliability.
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The measurement of reliability can also be influenced by
random fluctuations in the task performance conditions. These
fluctuations will result in unreliable performance measures
even if the individual's performance is stable. Thorndike
(1949) refers to these condition fluctuations as extrinsic
unreliability.

The literature involving the analysis of reliability in
aviation performance measures concerning both the stability of
skilled behavior and the effects of changing task environments,
has been very extensive. For example, Lintern, Westra, Nelson,
Sheppard and Kennedy (1981) found that the reliabilities of the
performance measures on simulators of aviation tasks were
consistently low. The reliability of average approach scores
in simulated carrier landings was about .38 . This low number
was attained despite very precise data recording and reduction
systems, which resulted in the measurement error being virtu-
ally zero; a large number of data points; and the precise con-
trol over the task conditions that is only possible in the
simulation environment. Problems related to chronically low
reliability in field measures have also been reported by Mixon
(1982), Biers and Sauer (1982), and Johnson, Jones, and Kennedy
(1984). Therefore, despite the use of objective measures and
precise control over the changing task environment, the result-
ing reliability correlation can still be relatively small.

Lane (1986) reports that use of subjective measures for
examination of the reliability of between-mission measures in
aviation in almost every case resulted in reliabilities that
were larger than or equivalent to the objective measures. For
example, Crawford, Sollenberger, Ward, Brown, and Ghiselli
(1947, cited in Lane, 1986) reported that the reliabilities of
subjective criteria were "somewhat" higher.

In all of the studies comparing objective reliabilities to
the subjective reliabilities, there emerge two consistent pat-
terns: a) the day-to-day performance of an individual varies
dramatically as a result of factors such as fatigue or changes
in the manner of task performance, and b) the conditions in
which the task is performed (weather, equipment, etc.) can ac-
tually account for more performance variability than the indi-
vidual performance differences. Lane (1986) states that the
superiority of subjective measures across successive
performances can be explained; observers that provide summary
judgements can to some extent take into account the effects of
the varying task conditions and can make judgements relative to
these conditions.

According to Lane (1986), the ultimate objective of all
performance measurement systems is to quantify or assess in
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some manner "good" or "proficient" performance in relation to a
given task. Proficiency, it has also been discovered, is not
necessarily the same as conformance to predescribed doctrine or
standards. The cause, of the variation is the many possible
combinations of actions and reactions of the participants and
participant's own judgements of different situations. The at-
tempt to measure proficiency on a task or skill implies that
the nature of the performance is fixed, in other words that it
is an enduring characteristic of the individual being measured.
However, Lane asserts that this idea of fixed performance is
almost never true. For example, extended practice curves may
effect the level of performance. Also, skilled performance
tasks are often characterized by instability of initial perfor-
mance and the presence of large individual differences in both
the rate and shape of the acquisition curve. Only after the
performance has stabilized can proficiency of the individual
become a dependable measure. Measures prior to stabilization
are really measures of progress and are not necessarily good
predictors of ultimate proficiency for a given individual.

It is not difficult to see how such variabilities in indi-
vidual performances are multiplied in situations where collec-
tive performance is to be assessed. The variability of group
performance compounds measurement problems and suggests that
performance should be monitored often over time to determine
when performances reach stability.

Any team measure is made up of at least three separate
components, representing a) the proficiency of individual team
members on individual tasks, b) the proficiency of individual
team members on their team tasks, and c) the learning curve re-
sulting from continuing practice of the team as a unit, its
evolving "cohesion". Each of these components contributes its
own particular variance (true and error) to the collective team
assessment. Most readily available indices of team
performance are based on team output data: Such measures are
unduly affected by the capability of the "weakest link" in the
chain and may represent no more than the performance of that
least able individual. They are also heavily dependent on
events unrelated to "true" team performance (garbled transmis-
sions, equipment malfunctions, etc.) and are sometimes directly
determined by equipment driven pacing rather than by individual
or team capability. Team output measures may thus not be us-
able because they contain large components of error and irrel-
evant variance (Turnage & Lane, 1987).

In addition, in the performance of complex tasks, many
different components are required including perceptual skills,
motor skills, planning, and the abilit1 to make rapid and ac-
curate decisions. Therefore, it is rather difficult to attain
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one measure of proficient performance from all of these vari-
ables.

Ghiselli (1956, cited in Lane, 1986) reported thrde as-
pects of measure dimensionality. Static dimensionality denotes
that at any one point in time, performance can be evaluated on
a number of task dimensions. Dynamic dimensionality denotes
that the dimensions important to success change across time.
Individual dimensionality occurs when individuals are judged
equally "effective" at doing the task, but differ in the compo-
nents of the task emphasized to achieve results. These aspects
of dimensionality further complicate collective performance
measurement.

In regard to removing sources of unreliability due to
errors resulting from instability of performance itself, Wherry
(Landy & Farr, 1983) suggests the following theorems:

Theorem. Tasks in which the performance is maximally con-
trolled by the ratee rather than by the work situation will be
more favorable to accurate ratings. Any change of performance
not due to the abilities of the ratee will only cause a source
of error in the final rating.

Theorem. Rating scales or items that have as their behavioral
referents those tasks that are maximally controlled by the
ratee will lead to more accurate ratings than those )-hat refer
te tasks controlled by the work situation.

These theorems reiterate the necessity to separate indi-
vidual and team task performances that are determined by ratee
capabilities from those that are determined by external events.

C. Errors Associated With Deficiencies in the Measurement In-
strument

The third source of measurement error in performance
evaluation concerns variations in the measuring instrument it-
self and includes the very major problem of defining precisely
what it is one wants to measure. The "criterion problem" is one
that has consistently plagued researchers and does not lead to
easy solutions. First, however, we will briefly discuss
general scaling issues and formatting concerns.

1. Performance Rating Scales

Despite the fact that accurate performance rating scales
are one of the most important parts of performance evaluation,
present scalar systems are far from perfect. For the past 60
years, researchers have studied aspects of task rating in an
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attempt to refine and perfect the accuracy of performance mea-
surement.

One of the problems in performance measurement is the num-
ber of variables involved in the rating of tasks. Landy and
Farr (1983) identify five different classes of variables that
may be considered when examining performance appraisal: (a) the
roles (rater and ratee), (b) the vehicle, (c) the rating con-
text, (d) the rating process, and (e) the results of the rat-
ing. Appendix D presents an analysis of the vehicle,
indicating the historical development of alternate rating
scales over time.

Overall, the development of rating scales has sought to
base evaluations on objectively defined, concrete behavioral
observations. Efforts have been made to assure dimension inde-
pendence (i.e., make sure that each behavioral incident relates
to one and only one rating dimension), to reduce areas of rat-
ing error such as leniency, "halo", and central tendency, to
involve users in the development of scales to improve content
validity, and to improve inter-rater reliability. While scalar
improvements have been made, we are still far away from the
"perfect" instrument. Improvement efforts are likely to be
constrained by issues concerning the purpose of measurement
(description or evaluation) and the nature of the criterion.

2. Criterion-Referenced Versus Norm-Referenced Measures

Distinctions have been made between a) "norm-referenced"
measures, from which ratings are developed by comparison to the
measured performance of other individuals, and b) "crite-
rion-referenced" measures, that are defined in terms of how a
participant performs in relation to some established standard
or "target value".

In criterion-referenced measures, such as ARTEP, the stan-
dards of "criteria" can be derived in at least three different
ways (Lane, 1986). The criteria can be derived from some
"natural point," such as a target (i.e., a target in a bombing
exercise). However, this type of measure is notoriously unre-
liable, mostly due to the fact that they are outcome mea jures,
which are influenced in operational settings by uncontrolled
environmental changes.

The second method of deriving criteria involves the a
prior definition of some "book" value. The attainment of this
value is considered "good" performance.

The third method of establishing criteria is to determine
empirically the behavior of "experts" in performing the tasks
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or maneuver to create a "template" or profile, correspondence
to which is defined as good performance.

Swezey (1978) summarized several different isshes of
criterion-referenced reliability. The principal problem is
that traditional methods of computing reliability assume a
true-score model. (i.e., all observations of performance are
normally distributed around a "true" score). However, the
scores that are achieved at the mastery level as in
criterion-referenced measurement, are always at or near the
ceiling value, and thus the variance and midpoints are corre-
spondingly artificially restricted.

3. The "Criterion Problem"

All performance measures should contain the following
three important characteristics: "1) Scales of measurement
must be representative of, and capable of being directly mapped
into, the "universe of events" that are ultimately important in
successful outcomes for the task; .2) the scores assigned to in-
dividuals must be at least monotonic with respect to degrees of
goodness/badness of the measured skill (s); and 3) differences
among scores should be due primarily to differences in occur-
rences of "successful" events of processes rather than to other
factors" (Lane, 1986, p. 61).

Thorndike (1949) coined the concept of the "ultimate cri-
terion" which is a concept that embodies everything required
for successful performance. Construct validity is the correla-
tion between the measure and the ultimate criterion; however,
such a measure is not very attainable.

Zedeck and Cascio (1984) described deficiencies in cri-
terion theory as the major problem in performance measurement.
Ash and Kroeker (1975) also described the limited progress made
in criterion development over the previous two decades and
suggested that further breakthroughs are not likely because of
the complexity of the issue and the difficulty of
experimentation in applied setting.

However, Waag and Knoop (1977, cited in Lane, 1986) and
Breidenbach Ciavarelli, and Sievers (1985) provide the op-
erations that are required in developing a "valid" measure set.
A validation approach must contain as a minimum the following
steps (Lane, 1986):

1. Identifying candidate measures. An excellent descrip-
tion of the procedures required for the development of
the initial measure set are contained in Vreuls and
Goldstein (1976) and by Vreuls (Obermayer, Woolridge
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and Kelley (1985). Generally, the steps include a
systematic analysis of the task, isolation of critical
behaviors, and the determination of candidate .param-
eters.

2. Reduction of the measure set. The measure set usually
requires the elimination of irrelevant and unnecessary
materials in order to attain a more realistic measure.

3. Selecting "valid" measures. The operations that link
the candidate's measures to external variables (expe-
rience, subjective assessments, outcome measures,
etc.) must have variance in common with the measure
set to produce appropriate validity.

4. Determining the size of the measure set. The best way
to reduce the number of variables is to use criteria
external to the present data (e.g., expert judgement,
perceived redundancy of content, or suspected
unreliability).

In many cases, such as with ARTEP, choosing a criterion
for measurement is determined by some "book" value that conveys
the perception of validity in these measures (Lane., 1986).
However, there exists a risk of "criterion deficiency" result-
ing from relying on the "book" value if in fact the "book" is
not correct.

Subjectively-derived measures are another method for at-
taining the correct criterion for performance measurement. Ob-
server ratings typically consist of a global rating that
encompasses either overall proficiency or how well an indi-
vidual performs a specific operation or maneuver. Lane (1986)
states that the potential of completeness of subjective mea-
sures is relatively high, because of the ability of "experts"
to combine judgementally a set of dimensions that are inher-
ently different in meaning and on different scales. Hakel
(1986, cited in Lane, 1986) suggests that the opinions of "ex-
perts" should be taken very seriously and considered a good
source of performance information.

Furthermore, raters who are experienced in the tasks per-
formed may differ in the relative weights assigned to the
various aspects of performance, but are all probably keying on
the "correct" aspects involved in the performance. These
weights affect reliability and validity and diagnosticity, and
therefore require a pooling of measures of the raters and occa-
sions to "average out" rater biases. Many of the problems that
have long been associated with subjective ratings can be
eliminated by pooling the ratings, thus resulting in averages
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that are relatively complete measures (Lane, 1986).

Combined measures also usually have a higher potential for
"validity" than any of their components. This higher validity
is a result of a better representation of the effects that in-
fluence the variation of the theoretical "true" performance,
and have more variability in common with the "ultimate crite-
rion" (Lane, 1986).

Despite the sound theoretical basis for maintaining
separate measures, there still exist pressures for measurement
systems that provide a single "overall" rating of proficiency.
Thomas (1984) suggests that "unitary" measures are important
for a number of reasons and are especially useful in the train-
ing setting. Unitary measures serve as general indicators for
a) decisions about individuals, b) scaling the difficulty of
training or practice to be given, c) evaluating the effective-
ness of alternative training procedures, and d) general feed-
back to trainees.

The issue of whether and how to combine the separate com-
ponents of multidimensional performance has been met with sc're
controversy. Numerous writers have discussed this issue. For
example, Dunnette (1963) asserts that a) the realm of perfor-
mance is inherently multidimensional and should be viewed that
way, b) there is no such thing as the one best criterion, and
c) composite measures, despite the convenience and the appeal
of their use, are unwarranted. These problems of skill insta-
bility and measure dimensionality have major implications in
the selection and the reporting of results in performance mea-
surement.

According to Lane (1986), although global measures are
good for attaining the correct criterion, global measures are
not useful in determining the reasons for a particular perfor-
mance being deficient or proficient. If performance measures
are to be used as guidance for improvement, then the variables
contained in a measure set must be diagnostic. Measures of in-
dividual performance can be viewed as composed of two compo-
nents, a) how well an individual understands what he needs to
do, and b) his skill in execution of that understanding.
Therefore, an important part of developing training criteria is
the necessity for diagnostic procedures to determine specific
improvement areas.

In order to ensure effective diagnostic use, the con-
structs estimated by the performance measures should be able to
represent different aspects of skill, the obtained measures of
those concepts should not correlate too highly, and each skill
construct should be directly linked to some distinct score
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(Lane, 1986).

One must also keep in mind 'that the validation process of
a measure is only good in the context in which it was measured.
For example, measures validated on the basis of group differ-
ences should be used on groups, but not as an assessment tech-
nique for individual deficiencies.

To overcome sources of unreliability associated with defi-
ciencies in the measurenent instrument , Wherry (in Landy &
Farr, 1983) offers the following theorems:

Theorem. If the perceiver is furnished an easily accessible
checklist of objective cues for the evaluation of performance,
which can be referred to frequently, the perceiver should be
better able to focus his or her attention properly.

Theorem. Physical features of a scale that facilitate recall
of the actual perception of behavior will increase the accuracy
of ratings.

Corollary a. Longer, objective, descriptive statements
will be nore effective than single value words or simple
phrases in defining the steps on an adjectival type rating
scale.

Corollary b. Overall ratings made after completion of a
previous objective review (such as would be provided by the
previous filling out of a checklist or forced-choice form)
will be more accurate than those made without such a review.

Corollary c. The clearer (more self-explanatory) and more
unambiguous the scale to be rated, the more likely that atten-
tion will be centered on the desired behavior.

Theorem. Performances that are readily classified by the ob-
server into a special category will have relatively smaller
overall bias components.

Corollary a. Jobs with simplified performance units re-
quiring a single discrete aptitude will be rated with
less overall bias than will complex jobs requiring a com-
plex pattern of aptitudes.

Theorem. Rating items that are readily classified by the rater
as referring to a given area of behavior will result in less
overall bias than will items that suggest a complex pattern of
behavior to the rater.

Theorem. The addition of extra qualified raters, with identi-
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cal irrelevant contacts Aith a ratee, on a single item produces
the same effect as the additinn of extra items.

Theorem. The addition of enough extra qualified raters each
with a completely differ3nt set of irrelevant contacts with the
ratees will result in obtaining virtually true ratings.

Theorem. The addition of extra items of each type to the items
of a heterogeneous scale will reduce error variance.

Theorem. To the extent that irreievant rater contact with the
ratees are somewhat different, the use of plural raters on a
completely heterogeneous list of items will result in a reduc-
tion of bias.

Theorem. The addition of several extra items to each area of a
completely heterogeneous scale to be used by several raters
will further reduce error.

Theorem. The use of several raters on a scale composed of
several items in each of several areas will further reduce er-
ror.

Theorem. The reliability of a rating item will be higher when
determined by the test-retest, same rater method than when
tested by the test-retest, different-rater method, and this su-
periority will increase as the difference in irrelevant
(nonwork) contacts of the raters increases.

Theorem. The reliability of a single-item rating scale will be
greater by the test-retest, same-rater method than when calcu-
lated by the item-alternate item, same-rater method.

Theorem. Halo will not disappear even when different raters
are used until the irrelevant contacts with the ratees of the
different raters is completely without overlap.

Theorem. A multi-item unidimensional scale is more reliable
than a single item, but the relative proportion of true score
to bias is not increased.

Theorem. Addition of several extra items to each area of a
multidimensional test will increase reliability by decreasing
error.

Thus, there are numerous steps which can be taken to in-
crease the reliability of performance measurement when using
human evaluators to rate behavior. All of these st .os, exem-
plified by the foregoing theorems, are used to reduce sources
of error and objectify ratings, thus becoming more descriptive
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of "true" performance. An alternate method to objectify per-
formance data, which is discussed in the next section, quanti-
fies behavior by automated measurement systems.

D. Automated Performance Measurement

In the 1970's the introduction of the computer aided in
improving performance measurement systems. The computer added
better methods of both data recording and data reduction. In-
deed, automated human-system performance measurement subsystems
are now being specified as a requirement in modern training
simulators (Vreuls & Obermayer, 1985).

One of the first methods to take advantage of the computer
technology was criterion-referenced measurement in which system
variables and participant actions taken are recorded at various
points and then compared algorithmically to "tolerance bands"
or other predifined standards of good performance. Good per-
formance is defined in any criterion-referenced test as per-
forming the job in a prescribed manner, according to specified
procedures or doctrine.

An outgrowth of the technology that allowed the automated
algorithm is the feasibility to examine the "process" by which
an operator arrives at an end outcome or "product." The need
for process measurement has been identified for many years but
not until now has the technology enabled these measurements.
Much of the field of individual skill acquisition and learning
is better measured by the processes used to reach the accept-
able outcomes than just a single outcome measurement.

Vreuls, Obermayer, Wooldridge and Kelly (1985) distinguish
between the two concepts of assessment and quantification.
They deftne assessment as requiring the use of many sources of
information to determine the quality of performance, such as
goodness or badness in relation to the specified training cri-
teria. They also include in the definition of assessment the
"evaluative" component of the measure set. The definition of
measurement, on the other hand, includes operations which take
deviations from the desired parameter values of performance.

According to Lane (1986), the complexity of arriving at
final assessments has apparently discouraged such a final step
in performance measurement. Semple, Cotton and Sullivan
(1981), in a review of automated performance measures (APM's)
on simulators, report the need to distinguish between true
APM's and systems for automated data collection and recording.
Semple et al. conclude that the present automated measurement
capabilities in existing simulators "...are best described as
performance monitoring or data collection systems" and that
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"outputs from parameter monitoring capabilities are frequently
not used" (p. 76).

Furthermore, Semple and Cross (1982, cited in Lane, 1986)
suggest that such complex data recording systems are of low
utility, because the volume of data produced is often over-
whelming and can often be difficult to integrate and interpret.

Vreuls and Obermayer (1985) point out similar difficulties
with automated measurement technology which are largely due to
origins emerging from the use of automated methods for re-
search. In such contexts, it may take long periods of time to
clean up the large amount of recorded data, process wanted seg-
ments, and reach conclusions regarding those retained segments
that show differences in experimental conditions.

Vreuls and Obermayer (1985) have indicated that there are
many unanswered questions about the design of real-time auto-
mated measurement systems. Fundamental performance measurement
problems in simulation relate to the hidden and embedded na-
ture of performance, the lack of a general theory of human per-
formance, determining validity of performance measures, and
establishing criteria for performance. The latter two of these
problems will be discussed later.

Vreuls and Obermeyer (1985) also point out some of the ob-
stacles in implementing acceptable automated performance mea-
surement systems. One of the most important is the difficulty
of assessing complex human performance with anything approach-
ing the expertise of human judgement. The development of mea-
surement for performance diagnosis is another challenge because
composite summary information measures are not likely to
provide diagnostic information for analyzing performance prob-
lems. In addition, although complex systems are composed of
teams of individuals who have designated functions, the contri-
bution of each person to a team performance effort is diffi-
cult to define and measure. Adequate measurement may demand,
for example, speech-understanding systems that are beyond the
state of the art. Finally, Vreuls and Obermayer state that
some tasks such as military field exercises, may not be ame-
nable to automated measurement. For example, in communications
or visual scan of displays, subtle cues operate so that observ-
ers frequently are required to capture the performance of in-
terest as objectively as possible, a function APM cannot
fulfill at present. Perhaps artificial intelligence (AI)
systems can help in the future.

Despite these problems, Lane. (1986) concludes that the ad-
vantages of simulator measurement have been well documented
throughout the years. Some of these advantages are that envi-
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ronmental and task conditions can be controlled, target behav-
ior can be standardized, and scenarios can be repeated if
desired. A properly developed simulator measurement system can
be highly effective in the evaluation of trainee progress, par-
ticularly if it includes human observers in addition to APM.

E. Measuring Process Outcomes

One continuing criticism regarding the ARTEP system is
its reliance on "product" rather than "process". That is why
newer measurement systems such as the TEAM methodologies
(Morgan et al., 1986) and the HEAT system (Defense Systems,
Inc., 1984) focus on the processes involved in team perfor-
mance.

Lane (1986) suggests that the ability to study the pro-
cesses involved in producing an outcome is, in his judgement,
the most important development in performance measurement over
the last two decades. Outcome measures can be insensitive (and
frequently inappropriate) indicators of the actual capability
of participants. Measurement should therefore include (a) the
manner in which outcomes are arrived at and (b) quantifiable
performance of ability measures on the task components that ac-
count for the variance in those outcomes. Excluding these two
components will lead to measures that will neither be diagnos-
tic of performance nor useful in estimating the robustness of
performance.

However, process variables have some practical disadvan-
tages as performance variables. Sometimes measurement systems
that rely heavily on operator judgements are not well under-
stood and are not always well-suited to a process-type measure
(Lane, 1986). Another problem that can complicate the rating
of process measures is that no two people use exactly the same
process to perform a specific task.

Thus, both process and outcome measurement is necessary.
Trainers need to know both the "what" and the "why" of training
performance. The concepts of ARTEP, TEAM, and HEAT
methodologies and their associated advantages and disadvantages
may provide a needed complement of methods and goals. It would
be foolhardy to expect any one system to provide all the data
necessary to simultaneously evaluate outcomes and diagnose
deficiencies. At the same time, we need to know how these
differing systems correspond to achieve improvement in training
methods.
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F. The Use of Proxy and Surrogate Measures

In many measurement situations, there exists a whole host

of factors, both controllable and uncontrollable, that can have
an influence on the final outcome. Some of these variables can
be isolated and identified, while others can remain undetected
despite very thorough analysis. When specific data on underly-
ing factors is impractical to obtain, or the effects of such
factors can not be isolated, then these internal variables
sometimes serve as "proxy" measures. A proxy measure is a
single quantity that reflects the combined effects of all the
important determinants of performance of a task (Lane, 1986).

Lane (1986) also states that performance measurement some-
times, despite careful efforts, cannot easily be attained. Op-
erational or field environments are especially susceptible to
the problem of accurate performance measures. Operation or
field environments may involve a phenomenon of interest that
cannot be accurately measured in one assessment, because of its
instability. Such is the case with combat performance. In
this case, the nature of the task or the cost of each perfor-
mance eliminates the possibility of repeated performances. In
such a case, a surrogate measure could be used to replace the
actual task. A surrogate measure is related to or is predic-
tive of a construct of interest (i.e., "true" field perfor-
mance), but is not a direct measure of that construct.

The concept of the "surrogate measure" has been developed
for use in situations when operational measures cannot be mea-
sured with acceptable reliability. Surrogates must contain the
four following characteristics: (a) correlate reasonably well
to the performance construct, (b) be sensitive to the same fac-
tors that affect the unattainable performance, i.e., change in
the same way in response to varying conditions as the perfor-
mance variable would if it were accessible, (c) be more reli-
able than the field measures, and (d) involve minimal time to
learn so that they can be used without extensive practice.

According to Lane, Kennedy, and Jones (1986), surrogates
differ from other measure substitutes, such as those involving
"synthetic tasks" or controlled job-sample approaches, in that
the surrogate tasks take little time to learn, thus reducing
the practice effects of repeated measures. Surrogates are also
usually easier to score than other synthetic tasks. Thus, the
concept of surrogate measurement may warrant future research
interestV.
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G. Summary

The obstacles to reliable performance measurement are in-
deed formidable. First, individual performance is 'seldom
stable, even when practiced over long periods of time on reli-
able, stable equipment and measured using objective recording
procedures. When individual performance is complicated by
interactions with others in unstable environments, measurement
accuracy is similarly confounded. Second, although numerous
strides have been made to train observers of performance to at-
tend to relevant behaviors and to record them immediately with-
out the interference of subjective evaluations, practical
obstacles, or time delays, there are distinct limitations to
observing behavior accurately. For this reason, it is desir-
able to increase the possible sources of information to include
peer and self ratings as well as automated performance measure-
ment, such as videotaping. The third source of measurement re-
liability, associated with the measurement instrument, involves
a number of fundamental psychometric issues. What type of
scaling format is best? Behaviorally anchored rating scales,
based on critical incidents, are best overall although they in-
volve complexities of dimension determination and are time
consuming to construct. Furthermore, research (Turnage &
Muchinsky, 1982) indicates that even well-trained observers
fail to discriminate among dimensions. Should measures be
criterion-referenced or norm-referenced? Criterion-referenced
tests artificially restrict variance and do not lend
themselves to classic psychometric evaluation. The "criterion"
problem involves numerous decisions regarding how best to
define and measure performances that come as close as possible
to the "ultimate criterion". Should a unitary value be used or
is a composite score preferable? Should observers be allowed
to exercise judgement in evaluating performance or should they
simply record neutral observations? What place does automated
performance measurement have in emergent, dynamic, interactive,
organismic team or collective performances? Should measurement
focus on process or outcome? These questions, in the long run,
are meaningless and unanswerable; they depend on the purpose
of measurement and need not be artificially restricted by
opting for one system over the other. If one follows the
guidelines so well explicated by Wherry, then measurement
accuracy can be increased. These guidelines stress control of
extraneous sources of variance in performance of both the rater
and the ratee. In spite of concerted efforts to control all
sources of variance that contribute to measurement
unreliability, however, most measurement systems as currently
implemented fall short of the "ideal".

In these cases, "surrogate" measurement may be the alter-
native. The next chapter will summarize the current state of
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performance measurement methodologies and suggest several
avenues to pursue to improve the current state of affairs, in-
cluding the use of surrogate measures.
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Chapter VI. Summary, Research Implications, and Conclusions

A, Summary of Needs

This review has covered current team training research and
unit training as it exists in military field operations. The
focus has been on the methodologies used to measure collective
performance with particular emphasis on the ARTEP system. An
in-depth analysis of critical performance measurement issues
emphasized the necessity to attend to basic reliability consid-
erations to remove sources of error from the performance it-
self, the observation of performance, and the measurement
instrument. Despite efforts to improve team training measure-
ment systems, as exemplified by revised ARTEP, SIMNET, TEAM,
and HEAT methodologies, the state-of-the-art of unit perfor-
mance training and evaluation has remained at a fairly
primitive level.

First, lack of understanding of some of the important di-
mensions of collective training and evaluation has handicapped
the ability of trainers to recognize the critical components of
successful performance in teams, squads, crews, and larger
units. The need exists to develop acceptable definitions and
models of collective performance and to differentiate indi-
vidual, multi-individual, and collective skills and
requirements. Methods are needed which can be used to identify
individual and collective skill training requirements by using
job/task analyses. The use of critical incidents methodologies
to discriminate between isolated and interactive behaviors as
they relate to overall mission success or failure would be one
viable way to fulfill this need.

Second, in regard to developing collective training
systems, any approach should permit the identification of the
interacting communication, coordination, and decision making
and other activities required in the task performance of each
team member. ARTEP, TEAM, and HEAT systems provide examples
of observational methods by which to identify and assess such
behaviors, where SIMNET, COLTSIM, and SIMCAT offer examples of
computerized simulation for multiple squad or platoon level
elements. The identification of these behaviors is important
because the individual must know his particular job as well as
how he fits into the overall process of mission accomplishment.
Thus, the ability to extract information on team process in a
meaningful fashion is important to diagnostic team assessment
and effective team training. Current assessment, however, is
hampered because many military units frequently perform
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qualitatively and quantitatively different missions and presum-
ably perform them differently during peacetime than in wartime.
The use of critical incidents methodologies to identify the
fundamental characteristics of effective collective behaviors
could provide standardized quantitative measures over quantifi-
able tasks.

Third, as we have pointed out in this review, the lack of
adequate collective performance assessment methodology has
resisted solution for the past 30 years and has resulted in an
inability to provide needed information on the state of unit
readiness and cohesion. The problems in observing team member
interactions, coupled with the costs in money and time to
conduct studies in this area and the unclear relationships
between training variables and unit performance, have all
contributed to the lack of success in seeking adequate measures
of a unit's collective proficiency. The production of
standardized, relatively invariant test conditions for
evaluating dynamic, interactive team behaviors is one of the
major problems in collective performance measurement. Other
problems include the measurement problem of what to measure,
where, when and how; these are still unanswered questions in
the evaluation process. In addition, a criterion problem
exists; without agreed-upon criteria or standards of collective
performance, training proficiency cannot be evaluated. Thus,
despite the many guidelines given us in previous chapters re-
garding procedures for improving the reliability of observer
ratings through the application of rater training and improved
measurement instrumentation, critical problems remain.

To further complicate matters, any attempt to create work-
able collective training and performance evaluation methods is
challenged by inherently variable conditions of combat:
mission, enemy, troops, terrain, time, and weather.
Measurement considerations also must deal with the difficulty
of observing the behavior of individual leaders/soldiers and
teams. rhe number of activities occurring even in small teams
and the rapidity with which they occur make thorough data
collection impossible. The use of multiple observers helps to
track team behaviors. The use of video equipment also helps,
although equipment can often prove cumbersome for mobility.
Critical incidents, as indicated before, provide a viable
approach to sampling critical behaviors, but these incidents
need to be extracted from a relatively complete record of
activities. In addition, the actual presence of observers
during training missions can cause reactivity and general
distraction, thus affecting accurate data collection. Perhaps,
as we shall address later, a combination of unobtrusive
observations coupled with automated performance measures might
overcome some of these difficulties.
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The prevalence of these and other such complications to
collective measurement suggests a need for innovative
measurement approaches designed to address some of' these
chronic methodological problems, in particular those which
might limit the reliability of measures and their sensitivity
to conditions which might cause team performance to improve or
degrade.

B. Suggestions for Measurement Improvement

The Army and other services recognize that research needs
involve provision of innovative, low-cost solutions to
long-standing methodological problems. One such solution,
which has been described briefly in Chapter V, involves the use
of surrogate measurement.

As Lane (1986) notes, it is often impossible to obtain
satisfactory measures of performance because of the nature of
the setting in which measurements must be taken (e.g., in op-
erational or field environments). The preceding chapters have
documented mechanisms that can lead to very low reliability in
operational measurement. For example, there is extensive
evidence that military operational performance measures lack
reliability. Mixon (1982) and Lane (1986) summarized findings
from pre-1985 literature and found chronically low reliability
of measurements. These findings influenced the focus of a se-
ries of studies concerning reliability of criteria and of
simulator performance on the Visual Technology Research Simula-
tor (e.g., Lintern, Nelson, Sheppard, Westra, & Kennedy, 1981;
Westra et al., 1986).

In these studies, single carrier landing approach perfor-
mances on the simulator had test-retest reliabilities of .23 to
.32; air-to-ground bomb miss distance reliabilities were some-
what lower, slightly above .20 These low values occurred de-
spite sophisticated and precise data acquisition systems and
the ability to hold environmental and other variables constant
(Lane, Kennedy, & Jones, 1986). Similar problems of
unreliability were also encountered with field measures (Biers
& Sauer, 1984; Johnson, Jones & Kennedy, 1984) In summary,
Lane (1986) notes that a reliability of .30 is high for field
measures, and .00 to .10 is typical for a single individual
performance, leaving at least 90 percent of the field measure
that cannot be related to anything else because it does not re-
late to itself. The case for team measurement reliability may
be even lower.

Lane, Kennedy, & Jones (1986) have proposed the use of
surrogate measure systems to overcome unreliability in op-
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erational measures. The logic rests in the well-known correc-
tion for attenuation formula reported by Guilford (1954) and
symbolized by:

r
R =xy

Jr r
xx yy

where r is the predictive validity between the predictor
variableXyx) and the criterion variable (y), r is the reli-
ability of the predictor, r, is the reliabiliU of the crite-
rion, and Rt is the "true"y relationship between perfectly
reliable forms of x and y.

"Lack of reliability in either x or y constrains the pos-
sible relationship between the two. The impact of such an ef-
fect for operational performance measurement is very great.
For example, if the field measure reliability is .40 and the
predictor reliability is also .40, then an actual correlation
of .40 is as high as one could obtain if all the reliable vari-
ance in the criterion were also shared with the predictor.
More specifically, if the criterion is proficiency scores from
maintenance tasks, and the predictor is hours of training, we
might expect a true relationship of (say) R = .75; then the
obtained correlation would be .30: t

.30
.75 =

j (.40)(.40)

Applying the attenuation formula often changes conclu-
sions, and not always toward the negative. For instance, true
predictive validities of operational criteria from
paper-and-pencil aptitude tests are often underrepresented be-
cause of criterion unreliability" (Lane, Kennedy, & Jones,
1986).

A surrogate measure set is composed of tests or test bat-
teries (usually simple "unidimensional" measures) specifically
aimed at tapping the key components of a complex operational
performance with a reliability high enough to compensate for
any potential "irrelevancy" in the surrogate set. The basic
metric -appeal of surrogate measurement lies in the crossover
between the reliability of a measure and its "validity" of cri-
terion relevance. A field measure may have a reliability so
low that it is mostly error, i.e., it has very little "true"
performance variance. An external test (or battery), although
it cannot be as "valid" as the measure itself, may tap more of
the true variance of the field performance because its reli-
ability is much greater. In general, when the correlation of a
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test x is greater than the reliability of the field performance
measure y (r r ), it is plausible to treat the test as a
surrogate fr th Yoperational measure. In many cases, the
costs of substituting a reliable and sensitive surrogate are
much less than those required to attain sufficient improvement
in field measures (Turnage & Lane, 1987).

According to Lane et al. (1986), "surrogates differ from
intermediate or process measures taken during the performance
of the task in that they are sciisitive to the same factors as
the criterion, but are entirely separate from the process of
task performance itselt. They differ from conventional perfor-
mance measures in that the tests need not involve operations in
common with the performance measures, only components or fac-
tors in common" (p. 1401). They also differ from other classes
of measure substitutes, such as synthetic tasks (Alluisi &
Fleischman, 1982) and controlled job-sample approaches (Biers &
Sauer, 1982) in that little time is required to learn the task.

The development of surrogates entails demonstrating mea-
surement properties through a series of operations similar to
those used in establishing construct validity. A similar ap-
proach on an individual level is currently being used in the
Joint-Service Job Performance Measurement (JPM) Project (Com-
mittee on the Performance of Military Personnel, 1986), al-
though at this date it is too early to know the best
combination of tests to serve as possible surrogates for mea-
suring individual job performance (Kavanagh, Hedge, Borman,
Vance, Kraiger, Dickinson, & Banks, 1987). Another similar ap-
proach is exemplified on the unit performance level by the
Thomas, Barber, and Kaplan (1984) study of the impact of CATTS
system characteristics on selected measures of battalion com-
mand group (BCG) performance. In that study, modified versions
of two objective indices obtained from combat development stud-
ies were used as (surrogate) measures of battlefield perfor-
mance: Relative Exchange Ratio (RER) and Surveying Maneuver
Force Ratio Differential (SMFRD). These two measures were se-
lected because they were found to be significantly correlated
with the controllers rating of BCG performance: the change in
combat ratio (CR) and command and control index of lethality
levels (C2ILL).

C. Suggested Research

Based upon the preceding considerations, it should be pos-
sible to design a phased research program which would lead to
significant improvements in the feasibility and effectiveness
of a generic method for analyzing and assessing team perfor-
mance.
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A first step toward developing surrogate approaches to
team measurement would be identification of the particular
skills required by the team-specific components of task perfor-
mance and the development of methods for testing these -skills
outside of the direct task context. Close observation of team
performance and systematic isolation of the skills involved in
communication, transmission of information, and team-paced pro-
cedures are essential to this process (Turnage & Lane, 1987).

Secondly, a surrogate methodology could be designed such
that a number of existing measurement systems could be compared
with each other. In a similar vein to the Thomas et al. (1984)
study, subjective and objective procedures could be used si-
multaneously to comparatively assess the same team or collec-
tive performance. For example, ARTEP, TEAM, or HEAT systems
could be used or modified to capture important "subjective" as-
pects of performance. At the same time, "objective" measure-
ment involving computer simulation using SIMNET, COLTSIM, or
SIMCAT systems, could provide relatively automated performance
measurement. (These systems might be most appropriate to the-
ater headquarters.) For example, HEAT methodologies (Defense
Systems, Inc., 1984) are currently considering the design of
the next generation of theater headquarters to take alternative
structures into account. To effect this step, automatic data
processing (ADP), linkages (communications) and size (manning)
are viewed as determinants of effectiveness and the structure
and functions have been established. This is a first step in
integrating observational and automated data to determine "best
predictors" or combinations of predictors. Comparisons of
these records would provide a beginning to the analysis of
team-specific behaviors and the measurement of those behaviors
in a multitrait multimethod format. Systematic variations of
training, environment, stressor conditions, and other factors
which are likely to cause shifts in team performance can assist
in determining the sensitivity of candidate surrogate sets to
these manipulations.

One must not forget the analysis of actual on-the-ground
team performance. For example, the National Training Center
(NTC) at Fort Irwin and the new NTC for light forces at Fort
Chaffee should provide a rich source of data on realistic
though simulated combat performance. A surrogate measurement
design might be developed within the context of the Army's Com-
bined Arms Training Activity (CATA) using traditional ARTEP
measurement techniques in conjunction with other measurement
alternatives, including computer-driven battle simulations,
MILES, radio/radar emitters, or robotics/Al.

Such a complex research design would, of course, reed to
be preceded by a distillation of candidate measires, through
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interview, observation, literature review, or meta-analysis,
where appropriate to identify the most reliable measures of
performance. It should be noted that the Training Performance
Data Center (TPDC), located in Orlando, Florida, could be the
repository of many of these data sources including psychometric
details on each measure an' the effects of varying groups, en-
vironment, situations, and other combat-relevant variables. As
in Project A (Kavanagh et al., 1987), the primary purpose would
be to determine the psychometric properties of candidate mea-
sures under varying conditions, and if possible, over repeated
measures. Reliable measures that showed significant correla-
tions with criterion measures of battlefield effectiveness (and
other criteria) could then be further evaluated for adherence
to other prerequisites for adequacy of surrogate measurement.
Significant findings would necessarily have to be
crossed-validated. Thus the second phase of the research would
involve validation of the methodology procedures and instru-
ments considered viable in the first phase of the research, It
would also involve revisions as necessary as well as inclusion
of newly-discovered carp3idate measures. The final step of the
research would be to fia'&- test reliable surrogate measures by
applying techniques in the systematic design and development of
experimental collective teant training programs, by providing
this training to selected teams, and by evaluating their
performance.

D. Conclusion

The advancement of computerized automated simulation exer-
cises such as JESS, BASE, ARTBASS, SIMNET, COLTSIM, and SIMCAT,
has not been accompanied by advancements in measuring and
evaluating command group performances in such a way that les-
sons can be learned from aggregating objective and subjective
indices of critical performance. Although a new Combined Arms
Lessons Learned (CALL) capability is established at the
Combined Arms Training Activity (CATA) at Ft. Leavenworth
SIMNET performance measurement technologies are advancing,
further work is needed before quantifiable data bases are fully
adequate to examine reliable correlates of critical combat
performances with scientific rigor. Given the costs of
fielding new training techniques, primarily simulation
engagement exercises and equipment, it is imperative to make
use of their inherent perforrance measurement capabilities.
Indeed, new Manpower and Personnel Integration (MANPRINT)
initiatives in the Department of the Army mandate development
of unified, integrated MANPRINT data bases to define ranges of
human performance in assessing new training devices.

Developments in emerging, objective automated performance
measurement systems, combined with more precise quantification
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in human observational systems, make the time right for compre-
hensive training program evaluation. For example, longitudinal
evaluation programs that might examine the relationships among
both objective and subjective measurement systems (e.g.,J APMs
and ratings) as a function of varying tasks and conditions
could suggest ways to focus on the "best" method to measure
critical task performances. If such measures provided "good"
data from a psychometric standpoint (i.e., were reliable and
valid) over time, then trainers and evaluators would have a
considerably easier time providing meaningful feedback to
trainees.

The state of performance measurement in the military cur-
rently may require too much from trainers, observers, and
evaluators. Trainers, particularly exercise commanders, are
required to plan, coordinate, conduct, and critique mission
exercises. Often, they simultaneously act as observers and
evaluators. To observe and evaluate performance requires
extensive military experience, and there is no assurance that
the experience (and thus the evaluations) of one evaluator will
necessarily correspond with those of another evaluator, despite
requirements to adhere to doctrinal standards. When an
evaluator has access to automated performance data, which is
usually the case, the burdens of data integration and
interpretation become excessive.

What is clearly needed is a way to simplify the task of
individual evaluators to integrate and interpret data and, at
the same time, provide a uniform data base from which multiple
evaluators can draw similar conclusions. This ideal system,
wherein reliable measures are input into a consistent and valid
data-reduction process, can be approached at the present time
if sufficiently proportionate funding is expended in perfor-
mance measurement research as is expended on hardware and soft-
ware engineering developments. Proper military training cannot
be achieved by undue reliance on technological systems that
provide questionable feedback; true combat readiness can only
be achieved by the individual soldier knowing that his or her
actions and the collective actions of the group have a high
probability of success. The scientific study of .performance,
thus, can aid in the technical proficiency and motivational
commitment of our military forces. In the long run, it is
assumed that the more the soldier knows about critical indi-
vidual and collective task performances, the more responsible
he or she will become in performing those tasks.
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Appendix A - Team Training Approaches in Other Services

A. Navy Team Training

There are five basic categories of Navy team training:
Preteam Indoctrination Training; Subsystem Team Training; Sys-
tem Subteam Training; System Level Operational Training; and
Multiunit System Operational Training (Wagner et al., 1977).

According to Morgan et al. (1986), the organization struc-
ture for naval combat includes integration of ship and support
aircraft that defend against threats from the air, surface, and
submarines. Each ship and aircraft has its own sensor and
weapons operators and serves as components of larger "battle
groups" to form complex interactive networks.

Training for battle group team members usually progresses
from simulation-based instruction on individual operator tasks,
through simulation training for subteams and single-platform
teams, to simulation for multiple-platform teams. Finally, in-
dividuals are trained as a total battle group using operational
equipment at sea, interspersed with additional training on
shore-based simulators.

Much of the training resources go toward teaching members
of battle groups how to work together to achieve common goals.
For example, one training system is designed to combine
anti-submarine and anti-surface warfare trains teams totalling
over 10,000 personnel annually (Surface ASW, 1982, p. 1-1).
Thus, most of the Navy training afloat is team training.

Again, the list of Naval team training devices is largely
a review and update to Wagner's 1977 state-of-the-art review.
They have been provided in this study largely for example pur-
poses. The list is not intended to be comprehensive; it is
more a guideline to the types of Navy team training available.
Descriptions of the following devices: 2F87, 14A2, 14A6,
21A37/4, and TACDEW are directly from the Wagner et al., 1977
study. These devices are now out of date; therefore reviews of
several new training devices are also included.

1. Device 2F87, Weapons Systems Trainer (WST)

The WST duplicates the interior arrangement and appearance
of the P-3C aircraft. Five trainee stations simulate corre-
sponding stations in the aircraft. The purpose of WST training
is to teach team coordination. Students are organized into
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teams according to position for which they are being trained.
The trainees "fly" simulated anti-submarine warfare (ASW) mis-
sions. These missions are graduated in difficulty from very
simple scenarios early in training to more complex exercises
toward course completion.

2. Device 14A2, Surface Ship ASW (Anti-submarine Warfare)
Early Attack Weapons Systems Trainer

Device 14A2 is used to train surface ship teams in the
proper utilization of operational ASW systems. Training empha-
sizes the procedural, tactical decision making, and team co-
ordination activities in operating and employing ASW weapons
systems. The device provides for indoctrination of personnel
in ASW procedures and evaluation of tactical situations. The
trainer is also used in developing and planning advanced Naval
undersea defense tactics. The trainer occupies over 3000
square feet of floor space and duplicates the physical con-
figuration of major operational compartments and equipments of
surface ship Anti-Submarine Warfare (ASW) attack weapons. It
simulates their functional operation and responses such as tar-
get detection, fire control solution, and weapon launching and
tracking.

3. Device 14A6, ASW Coordinated Tactics Trainer

Device 14A6 is designed to train decision-making personnel
in the tasks they must perform when engaged in coordinated ASW
tactics. Simultaneous operation of 48 vehicles of various types
and a multiplicity of sensors can be simulated. Communications
facilities simulate the various~radio channels employed op-
erationally to coordinate all phases of an ASW mission from
search through attack. Device 14A6 provides a synthetic envi-
ronment within which ASW personnel can practice collecting and
evaluating ASW information, making decisions, and implementing
the decisions based on this information. The device is not in-
tended to train equipment operators; therefore, simulated
equipment are similar to fleet equipment. Virtually any exer-
cise at sea which requires communication, coordination, maneu-
vering, and decision making may be practiced in the 14A6
trainer prior to going to sea.

4.. Device 21A37/4, Submarine Fleet Ballistic Missile
(FBM) Training Facility

Device 21A37/4 provides training in offensive and defen-
sive tactics for nuclear attack center teams. Surface or sub-
surface maneuvers may be accomplished, and training may be
given independently or in coordination with other units. In-
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struction of senior command and staff officers in direction and
coordination of submarine task groups with surface support
units may also be given. A central digital computer provides
problem generation, position and motion data generation. Up to
41 different vehicles can be included in training problems. A
projection system in the attack centers permits both
in-progress monitoring and post-fire analysis of training prob-
lems. Attack centers can be operated independently or op-
eration can be coordinated to provide submarine versus subma-
rine training. Fifteen different classifications of targets
are currently available, 12 at any one time.

5. Tactical Advanced Combat Direction and Electronic War-
fare System (TACDEW)

TACDEW is a highly sophisticated computer-based simulation
facility having three primary missions: individual and team
training, tactics evaluation, and testing of operational com-
puter programs for Navy Tactical Data System (NTDS) ships.
Training is conducted in 23 Combat Information Center (CIC)
mock-ups typical of the ships on which trainees serve. Team
and multiteam training are accomplished. The purpose of TACDEW
training is not so much to establish team interactive skills as
it is to maintain or enhance these skills in simulated mission
contexts. Training typically consists of exercising a given
team, or some combination of teams, in a series of scenarios of
graded difficulty. The scenarios are designed to model tacti-
cal situations which might be encountered in an operational en-
vironment.

6. Surface AntiSubmarine Warfare (ASW) Training System
and the Tactical System and the Tactical Team Training
Device

These two training systems, which are currently under de-
velopment by the Navy Training Systems Center (NAVTRASYSCEN),
will purportedly cost $200 million to develop and $5 million
per year to operate (Rees, 1985, cited in Morgan et al., 1986).
The former system trains Combat Information Center (CIC), so-
nar, bridge and aircraft ASW operators for single-ship op-
erations (Surface ASW, 1982, p. 2). The latter system extends
this training to Anti-Surface Warfare (ASW) teams and empha-
sizes the coordination among and within ships and other plat-
forms.

Additional team training requirements and costs come from
the need to train at higher (Battle Force) command levels. At
lower levels, separate team training is needed in areas such as
air-to-air combat, air-to-ground combat, strike warfare (EW),
casualty control, submarine diving maneuvers, naval gunfire
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support operations, etc. (Morgan et al., 1986).

B. Marine Team Training

The Marine Corps is unlike the other services ih that
there is no formalized central training command although some
support is provided by the Navy. Unit training and other
training is monitored by the Commandant through the chain of
command (Rosenblum, 1979). The Marine Corps places an emphasis
on "Equip the Man," and "Man the Equipment." This focus is
largely carried out through unit or team training. Unit or
team training is in the hands of i:he commander at each level.
The Marine Corps recognizes the need for computer-driven train-
ing systems in order to keep up with the state-of-the-art in
unit training. Wagner (et al., '1977) describe the Tactical Ex-
ercises Simulator and Evaluator (TESE), and the Tactical War-
fare Analysis and Evaluation System (TWAES). It should be noted
that this information is once again quite dated and does not
give sufficient credit to Marine initiatives in team training
over the past 10 years.

1. Tactical Exercise Simulator and Evaluator (TESE)

The Tactical Exercise Simulator and Evaluator (TESE) is
used to train Marine Corps officers in combat decision making.
The project seeks to define procedures for war gaming. The
goal is to get both computer-based individual and team measures
during amphibious warfare exercises, and to increase the number
of trainees who can be processed (Wagner et al., 1977).

2. Tactical Warfare Analysis and Evaluation System
(TWAES)

The Tactical Warfare Analysis and Evaluation System is a
computer-assisted system to control tactical field training ex-
ercises. The system offers potential improvements in maneuver
control and simulation of indirect fire. The 1976 TWAES re-
search effort studied the exact role that the post-exercise
session would play in the total tactical exercise. The ques-
tion being addressed was whether this feedback session would be
a training vehicle to further extend the game's learning ef-
fectiveness or whether it would be merely a post-exercise de-
briefing during which administrative information about game
procedures is passed on (Wagner et al., 1977).

C. Air Force Team Training

The Air Force uses a great number of simulators in their
training. In fact, engagement simulation training plays a ma-
jor role in Air Force training. However, since much Air Force
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training is done on an individual basis, there are few training
devices in the Air Force for team and unit training; the ones
that do exist are largely for small man teams. Wagner et al.,
(1977) suggest that, with the lack of team training that ex-
ists, perhaps further training could be incorporated into more
team training and development of team training devices,such as
those listed below. Again, this list is out-of-date and is
presented solely to illustrate the type of team training that
the Air Force uses.

1. B52 (G&H Models) Weapons Systems Trainer (WST)

The WST integrates into a single team training device four
individual devices: (a) The Mission Trainer used for training
pilots and copilots; (b) Navigator Trainer used for training
radar navigators and navigators; (c) Electronic Warfare officer
Trainer (EWO); and (d) Gunnery Trainer. The WST permits simul-
taneous team training of the entire six-man B52 crew (Wagner et
al., 1977).

2. C5 Mission Flight Simulator

This team training device consists of three training sta-
tions which permit integrated team training for
pilots/copilots, navigator and flight engineer (Wagner et al.,
197"7) .

3. C130 Flight Simulator and C141 Flight Simulator

Both of these training devices are similar to the C5 Mis-
sion Flight Simulator except that training is not provided for
the navigator station. However, the C130 Flight Simulator is
scheduled to add the navigator station as part of the device in
1981 (Wagner et al., 1977).

4. Functional Integrated Systems Trainer (FIST)

The purpose of FIST is to provide a better means for
training four members of the fire control team on the AC130E
Gunship. The second objective of FIST is to refine and promote
the use of the technology for developing low-cost, interlinked,
functional, part task trainers (Wagner et al., 1977).
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Appendix B - Other Army Performance Effectiveness Criteria

A. Inspection Scores Other Than ARTEP

Spencer et al. (1977) reported Army effectiveness
measures other than ARTEP, the most common rating. They listed
the second most commonly cited ratings in the Army evaluation
inventory as IG inspection scores. The scores are from 0 to 2,
with 0 being unsatisfactory, and 2 being outstanding. These
scores are used on a variety of resources (i.e., personnel,
equipment maintenance, cleanliness, etc.); however, their
reliability is considered low due to the low variability of
possible answers. Also, according to Spencer et al. (1977)
inspectors are reluctant to give low scores (zeros) because of
the detrimental effect to the commander.

The Annual General Inspection (AGI) is a more comprehen-
sive evaluation of unit effectiveness which units go through
annually. According to AR 20-3, these inspections "monitor the
state of readiness, training, and mobilization throughout the
Army" (Ulysses et al., 1983). The AGI, even though it touches
on some non-combat related indicators of effectiveness, is pri-
marily designed to measure unit combat effectiveness.

Technical Proficiency Inspection (TPI) scores are used for
nuclear weapons and security. Their availability is obviously
limited, but is available for qualified units at the battalion
and installation levels. Their reliability is considered very
good.

Computer-Operated Management Evaluation Technique (COMET)
scores are the Army's quarterly inspections of all equipment
(except TA50s--equipment issued to individuals). TA50 scores
list equipment issued to individuals. The reliability and
availability of these scores depends on the bookkeeping of each
individual unit.

Finally, according to Spencer et al.(1977), Skill Qualifi-
cations Tests (SQTs) are considered a very good source if the
test being used is practical and specific and not a paper and
pencil examination. Also, if field days are held, then they
produce a variety of information on unit, company, and battal-
ion level activities. However, their availability seems to be
the option of the unit and thus reliability would most likely
have a wide variance.
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B. Mission Accomplishment Results

Mission accomplishment results include number of hours
flown in air units, accident rates, and mission objectives.
The first two measures usually keep by strict records and
therefore are available and reliable (Spencer et al., 1977)

If a unit has a "management by objectives" plan, then the
number of objectives in that plan are the mission objectives.
These are most likely to vary greatly as no two units are iden-
tical. Spencer et al. (1977) found that their availability
was questionable in most units.

C. Efficiency Measures

1. Unit Status Reports

The Unit Status Report is the Army's major method for mea-
suring unit effectiveness. A Unit Status Report is required
for most units every month and is concerned with monitoring in-
dicators of combiat readiness. The three components of the Unit
Status Report (equipment readiness, training, and personnel
readiness) are supposed to provide an indication of a unit's
overall combat readiness. However, the validity of this report
has never been established in a scientific manner. Moreover,
the reliability of the information provided by unit commanders
on the Unit Status Report is, at times, inaccurate (Spencer et
al., 1977).

2. Operational Rerliness Status Reports ("OR rates")

This report gives the readiness status of each piece of
equipment in the unit (operational, non-operational). It is
available in some but not all units. It is considered of poor
reliability (Spencer et al., 1977).

Ryan and Yates (1977) in a study of the face validity of
the Operational Readiness Training Tests (ORTT's) found gener-
ally positive results, but recommendations for improvement were
suggested to make the training more realistic with respect to
how the enemy might behave in combat. However, without some
form of control for the Operational Readiness Training Test,
the positive result could be due to general cooperativeness on
the part of respondents or other similar methodological arti-
facts. In addition, ORTT's are reportedly being phased out.

Thus, these combat effectiveness indicators are seldom ac-
curate measures of the commander's performance. In addition,
they lack a guide for unit commanders which identifies the best
indicators and how to use them properly and they show no reli-
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ability. These effectiveness measures are largely replaced by
improved ARTEP evaluation and the use of automated performance
measurement using simulators.

3. Other Efficiency Measures

Other efficiency measures include deadline reports (the
estimated time of repair of a piece of equipment), equipment
casualty reports, maintenance requests (Form 2404), parts req-
uisitions, equipment lost reports, service requests, and cost
budgets. The availability and reliability of all these mea-
sures are major problems in this area according to Spencer et
al. (1977), largely due to problems in the quality of record
keeping.

D. Personnel Development Measures

Finally, the Army evaluates individual performance in a
number of different ways (Spencer et al., 1977).

Promotions are measured by the percentage of persons who
are presently eligible for promotion, or who have been pro-
moted. This score focuses on the more important rank levels.
It is often used to compare with minority group performance.
Spencer believes that it may be used indirectly as a measure of
superior and unit training effectiveness. These data are
largely available and reliable (Spencer et al., 1977).

Education indices come from the number or percentage of
persons who are taking or have completed optional courses.
Data are available for some units and reliability is good where
records are kept (Spencer et al., 1977).

Physical training (PT) tests and awards, including unit
citations and individual citations: are other forms of data
that the Army uses to evaluate personnel development. These
data vary in reliability as a function of how subjective and
competitive the evaluations are.
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Appendix C - Evaluation Systems Used in Other Services

A. Navy Evaluation Systems

The Navy makes use of many simulators and devices for unit

training. The measurement strategies and problems associated
with simulators and devices are largely the same for the Navy
as for the Army SIMNET and other simulation systems. They too,
require trained instructors to provide meaninqful feedback and
evaluation to trainees.

Many types of paperwork are used to evaluate the
effectiveness of training and training equipment. The two
major systems used by the Navy are the Operational Readiness
Evaluation (ORE) and the Operational Readiness Inspection
(ORI).

The Operational Readiness Evaluation is one of the Navy's
most often used evaluation assessment instruments. This
evaluation usually consists of evaluating: personnel,
equipment, personal equipment, training, etc. It is similar
the Army's IG Inspection, COMET, and TA50 scores. According to
Spencer et. al. (1977), availability of data is good, with
reliability depending on unit's record keeping.

The Operational Readiness Inspection is basically the same
as the ORE for the Navy. It serves the same basic functions as
the Operational Readiness Evaluations and includes the status
of equipment and training, similar to the Army's and to the
Marine Corps's evaluation systems.

B. Marine Corps Evaluation Systems

The Marine Corps has several major evaluation systems,
with the Marine Corps Combat Readiness Evaluations System
(MCCRES) being the most important. It serves as the base for
the other systems described below and is comparable to the
Army's ARTEPs. (Rosenblum, 1979).

According to Rosenblum (1979), "Marine Corps Combat Readi-
ness Evaluations System (MCCRES) is a system which provides
unit proficiency standards. These standards are the basis for
training at battalion and division levels. Units are evaluated
against these standards for readiness reporting purposes at the
Fleet Marine Force (FMF) level.

The Tactical Warfare Simulation, Evaluation and Analysts
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System (TWSEAS) is a portable system which complements MCCRES
through the training of staffs. TWSEAS renlistically games op-
posing force meeting engagements and includes contingency plans
to evaluate the performance of the staff while executing them.
Another evaluation system is the Marine Corps Key Evaluation
System (MCKEES), which is a computerized data retrieval system.
The data contains lessons learned and problem areas from previ-
ous Marine Corps operations, and includes MCCRES evaluations.
It is designed to be integrated into TWSEAS and it also serves
as a readily accessible source of information for commanders to
study pitfalls for use in the planning of future-operations.

The Marine Corps Air Ground Combat Center (MCAGCC) located
at 29 Palms is an organization which trains and evaluates unit
performance in air/ground and fire support coordination proce-
dures in a realistic, live fire environment using appropriate
MCKEES data and the TWSEAS gaming process. Thus, Marine unit
training systems and evaluations of those systems are similar
to those used by the Army and Navy.

C. Air Force Evaluation Systems

The Air Force uses the Operational Readiness Inspection
measure as well as On-the-Job Training programs. While the
other services would not deny the existence or occurrence of
on-the-job training, they do not have full-time On-the-Job
Training (OJT) Managers (Rosenblum, 1979).

The Air Force Operational Readiness Inspection (ORI) is
the same as that of the Navy and is comparable to the Army's
ARTEPs and the Marine Corps' MCCRES used to assess the readi-
ness capabilities of the unit/units in question.

On-the-Job Training (OJT) occurs in all of the Armed
Forces to some degree, but the Air Force seems to take it more
seriously. They employ full-time On-the-Job Training Managers,
who oversee all on-the-job training of recruits, commanders,
and others. Rosenblum (1979) recommends that each service fol-
low the Air Force's example and employ OJT Managers. He states
that this would lead to better OJT programs and would help the
unit commanders achieve higher standards of training.
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Appendix D - Analysis of Alternate Rating Scales

A. Graphic Rating Scales

Graphic rating scales, introduced in 1922 by Paterson,
consist of trait levels and brief explanations of those levels.
The scale consists of an unbroken line with varying types and
numbers of adjectives below. Some variations on the scale in-
clude segmenting the line and numbering the scale levels (Mad-
den & Bourden, 1964). Graphic scales have most often appeared
in research as a comparison to more recently developed scaling
systems and represent a primitive, subjective form of rating.

B. Forced-Choice Scales

The forced-choice scale developed out of dissatisfaction
with the conventional rating scales such as the graphic scale.
The Army has used the forced-choice scale in the rating of of-
ficers (Kane, 1985). The basic format consists of statements
carefully grouped together into pairs, triplets or tetrads.
The rater is asked to choose either the most descriptive or
least descriptive statement in relation to the ratee.

The advantage of the forced-choice format is that the
statements grouped together appear to have equal value, but the
statements within the group actually differ in how well they
differentiate between successful and uz.exccessful performance
on a particular characteristic. This format reduces the sub-
jective element in evaluations, and is resistant to fallibility
(Zavala, 1965). However, the forced-choice scale has one major
disadvantage; the technique tends to be unacceptable to raters
because they have little control over the outcome of the ap-
praisal (Baier, 1951).

When compared with the graphic scales, the forced-choice
scales exhibit less leniency, defined as the bias of raters to
be lenient in their ratings (Howe & Silverstein, 1960; Sharon &
Bartlett, 1969; Taylor, Schneider & Clay, 1954). The
forced-choice scale also combats the problem of range restric-
tion where raters fail to use the full range of scores (Cotton
& Stolz, 1960).

The reliability and validity of the forced-choice scale
has been questioned. isard (1956) found that a forced-choice
scale of socially ambiguous statements was reliable and valid.
However, Kay (1959) found low reliability and validity when us-
ing the forced-choice scale for critical incidents.
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C. Behaviorally Anchored Rating Scales

The Behavioral Expectation Scale was introduced in 1963 by
Smith and Kendall. This scale has also been labeled the Behav-
iorally Anchored Rating Scale (BARS). BARS are developed by
collecting critical incidents of behavior and clustering them
into different performance dimensions. The incidents are then
independently reassigned to the dimensions by subject matter
experts to ensure that the dimensions are both accurate and
valid. Then the incidents are rated for each dimension accord-
ing to how effective or ineffective the incident is judged to
be by experts. The final instrument is formed by six or seven
scaled incidents for each dimension (Schwab, Heneman, &
DeCotiis, 1975). This is the type of scale used by Morgan et
al., (1986) in their TEAM performance measurement program.

Schwab et al., (1975) point out several advantages of the
BARS system. The participation of users in the scale develop-
ment results in increased content-validity. This participation
also results in better understanding and use of the instrument.
Hom, DeNisi, Kinick, and Bannister (1982) report the participa-
tion of the users will also increase the effectiveness of the
feedback given to the participant, because the scale dimensions
are anchored in defined concrete behavioral terms.

Schwab et al., (1975) reported that the BARS system was
superior to other formats in the areas of leniency, dimension
independence and reliability, However some studies suggest
little or no difference between BARS and the graphic rating
scales in these areas. The conclusion of the research on the
BARS system is that it has not performed up to expectations in
the areas of leniency, dimension independence and inter-rater
reliability. Kingstrom and Bass (1981) report that the em-
pirical evidence suggests that BARS may be generally less
susceptible to observed halo error (i.e., inability to dis-
criminate among dimensions when making ratings) than other for-
mats, although the differences are small and are seldom
statistically significant. Kingstrom and Bass (1981) conclude
that there are small (if any) differences between BARS instru-
ments and other scale formats on various psychomttric charac-
teristics.

Several studies on the BARS system have demonstrated con-
vergent validity (Borman, 1979; Dickinson & Zellinger, 1980)
indicating overlapping results using different scale formats.
A few studies have reported greater discriminant validity of
dimensions using BARS (Arvey & Hoyle, 1974; Campbell, Dunnette,
Arvey, & Hellervick, 1973) compared with other scale formats.
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D. Behavioral Observation Scales

The Behavioral Observation Scale (BOS) was developed by
Latham and Wexley (1977). First, scale items are developed by
using the critical incident technique (Flanagan, 1954). Then
similar items are grouped together to form one behavioral di-
mension, using job incumbents and/or analysts to form the di-
mensions. The incidents are then placed in random order and
given to a second individual or group in order to reclassify
the incidents according to the original categorization system.
This process is very similar to the retranslation in BARS. A
Likert scale is added to each behavioral item in order to
indicate the frequency that the job incumbent has been ob-
served performing the behavior.

The advantages of the BOS system are cited in Latham, Fay,
and Saari (1979). The scales are based on user input which in-
creases the content validity of the instrument. BOS is also
based on behaviors that are performed which increases the value
of the feedback. The behavioral based feedback is important
because the participant can receive feedback in specific areas
of needed improvement. Another advantage of BOS is that the
raters are only required to make observations concerning the
frequency of a given behavior. However, this claim is ques-
tioned by Murphy, Martin and Garcia (1982), who suggest that
memory is not a simple compilation of events, but is affected
by the rater's general impression on recall of specific events.

Borman (1979) assessed the validity and accuracy of five
different rating formats using videotaped performers on two
different jobs. He found that all of the formats were equal in
convergent validity, but found a summed BOS scale exhibited
slightly highur discriminant validity. But, Borman also found
that the summed scale was the lowest on the measure of accu-
racy. In conclusion, studies have shown that the BOS format
and summed scales generally perform at least as well as the
other kormats when assessed for degree of halo and leniency er-
ror.

E. Performance Distribution Assessment

The BOS method does, however, possess some inadequacies.
One problela dith BOO is its failure to explicitly focus on the
quality or value of a given behavior. Another problem, is that
BOS characterizec each person's performance in terms of a
single point on a continuum of goodness. Kane and Lawler
(1979) conclude that the rater's task becomes one of selecting
a single goodness level to represent an entire performance dis-
tribution.
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Kane (1985) developed an appraisal system designed to
overcome these and other shortcomings of previous appraisal
methods. Kane defines performance on a job function as "the
record of outcomes achieved in carrying out the job function
during a specified period" (p. 2). He further distinguishes
job functions as either "iterated", meaning that they are car-
ried out on two or more occasions during an appraisal period,
or "non-iterated," meaning that the are carried out only once
during an appraisal period. Kane reports that most job func-
tions are iterated, and suggests that his appraisal method,
Performance Distribution Assessment (PDA), is the most appro-
priate and effective method to measure performance on iterated
job functions.

Performance for an iterated job function can be
represented in a quantifiable manner on a performance
distribution which represents the rate at which the performer
achieved each specified outcome level for a given job function.
Kane also asserts that no part of the performance variation is
derived from random measurement error. He suggests that the
variation of outcomes achieved is due to the performer's
varying level of motivation and to the restrictive influence of
extraneous constraints beyond the performer's control.

Kane also suggests that the human role in the measurement
procedure should be reduced to an absolute minimum in order to
combat the role of human error associated with the rating pro-
cess. This can be accomplished by minimizing the number of
steps in the measurement process assigned to the human role.
In order.to further reduce the human error, Kane suggests a
highly specific set of rules to guide the rater in the measure-
ment process. The rules should proceduralize the human role in
the measurement process. Kane's PDA method attempts to fulfill
these needs.

The PDA method becomes operational by specifying the job
functions on which the participant is to be appraised and the
criteria for each job function. Three levels of performance
measurement outcomes are proposed for each job function crite-
rion, the most effective outcome and an intermediate outcome.
Two other outcomes are also indirectly defined as falling be-
tween these three. For each outcome level the rater is asked
to specify: on what percentage of occasions did this person
actually perform at this level or higher.

Kane (1986) concludes that the PDA is superior to other
systems, because it excludes any portion of the range of per-
formance that is impossible to achieve, due to circumstances
beyond the participants' control.
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The one disadvantage of the PDA method is that it is com-
plicated and time consuming to score; however, the use of com-
puters may be able to eliminate this problem. The methodology
is currently being assessed in an operational context against a
BOS instrument, so it is still premature to conclude whether
Kane's method will indeed be superior to other systems.
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